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ABSTRACT
Mobile devices will provide improved computing resources to sustain progressively more complicated applications. However, the design concept of fair scheduling and governing borrowed from legacy operating systems cannot be applied seamlessly in mobile systems, thereby degrading user experience or reducing energy efficiency. In this paper, we posit that mobile applications should be treated unfairly. To this end, we exploit the concept of application sensitivity and devise a user-centric scheduler and governor that allocate computing resources to applications according to their sensitivity. Furthermore, we integrate our design into the Android operating system. The results of extensive experiments on a commercial smartphone with real-world mobile apps demonstrate that the proposed design can achieve significant energy efficiency gains while improving the quality of user experience.
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1. INTRODUCTION
The tremendous paradigm shift in personal computing has led to an explosive growth in the number of mobile apps on Google Play. To sustain more complicated mobile applications, mobile devices will increasingly improve their hardware performance. For example, some recent smartphones are equipped with a 1.4GHz quad-core CPU; and it is expected that the emerging genre of mobile devices will have more cores with even higher frequencies. However, the performance gain usually results in higher power consumption. Therefore, power management on next-generation mobile devices will be more crucial than on current devices.

Unfortunately, existing solutions that borrow legacy designs from conventional operating systems, e.g., Linux, are not suitable for mobile devices. The current scheduler treats all applications equally, and it allocates the available cores and execution cycles to running applications in a fair manner. When an application causes an abrupt increase in the CPU workload, if the governor blindly scales up the CPU frequency and/or turns on more cores to meet the application's needs, energy efficiency may be degraded with no improvement in user experience. In contrast, if the governor does not react to the workload changes or even reduces the available CPU resources to save power, the response time of the application that dominates the user's attention may be affected by the other applications and damage the user's experience. This is because the governor treats applications fairly. Therefore, the scheduler and governor developed for mobile devices should be different from previous designs for personal computers and servers.

This paper introduces the concept of application sensitivity into scheduler and governor designs for mobile systems, with the objective to improve user experience and energy efficiency simultaneously. The rationale behind the concept is based on the following observations. Mobile applications provide a large variety of functionalities, some of which are delay-sensitive while others are delay-tolerant. Delay-tolerant applications, like file zipping, can be delayed without affecting the user's experience significantly. By contrast, delay-sensitive applications, such as video playing, are extremely sensitive to delay and thus require timely responses. In other words, different applications may have different sensitivity with respect to user perception. Therefore, we argue that mobile applications should be treated unfairly by allocating CPU resources to them according to their sensitivity.

Realizing this concept in mobile operating systems obviously raises several design challenges. First, determining the sensitivity of each application is a major challenge. Our design, which is based on some observations about human attention and interaction [2, 13], classifies the sensitivity of applications into three levels: high, medium, and low. Based on these levels, we define the rules of sensitivity inheritance and transitions. Second, another challenge is how to exploit each application's sensitivity during scheduling and governing. This is difficult because the governor tends to limit the available CPU resources to reduce power consumption, so the scheduler only has limited CPU resources to maintain the quality of user experience. Our design, which considers user experience and energy efficiency simultaneously, manages and allocates CPU resources in certain proportions to applications with high, medium, and low sensitivity. Finally, to validate the concept and evaluate our design, we have integrated our user-centric scheduler and governor into the Android operating system, as well as conducted extensive experiments on a commercial Samsung Galaxy S3 smartphone with some mobile apps found on Google Play. Compared to the Completely Fair Scheduler [8] and the Ondemand governor [11], the proposed design can reduce the CPU's energy consumption by about 25% while improving 31% response time of the application that dominates the user's attention. The experiment results also provide some valuable insights into user-centric, energy-efficient scheduling on mobile devices.

The remainder of this paper is organized as follows. Section 2 provides an example to show the potential benefits. In Section 3, we discuss the design philosophy and details. The experiment
results are reported in Section 4; and Section 5 provides a review of related work. Section 6 contains some concluding remarks.

2. MOTIVATION AND DESIGN CHALLENGES

2.1 Example of Benefits

A mobile system allows multiple applications to be executed simultaneously; however, only one can run in the foreground at a time, while the others run in the background\(^3\). The kernel contains two key components, namely, the scheduler and the governor. The scheduler supervises thread execution, such as selecting the next thread to be executed, the duration of the execution, and the core to be used. Therefore, it has a significant influence on each thread’s performance. Meanwhile, the governor manages the CPU’s resources by scaling its frequency up or down, and by turning the cores on or off according to changes in the workload. Although vendors may employ different implementations, a general principle is to allocate available CPU resources fairly to application threads and balance the utilization among cores in order to achieve ideal multitasking.

Consider a scenario where two applications run on a dual-core device simultaneously, as shown in Figure 1. Each core operating at the highest frequency level can provide 1 mega computing cycles per scheduling period \(T\). The zip compressor comprises 4 threads, each of which requires 8 mega computing cycles to complete its execution. The video player has 1 thread that requires a total of 5 mega computing cycles as well as 0.5 mega cycles per period to ensure smooth video playing. The zip compressor is started at time \(T\); then, the video player is started at time \(2T\), so the zip compressor is switched to the background. When the video is finished, the zip compressor is switched back to the foreground.

\(^3\)This is to faithfully reflect the current practice, but our design can easily be extended without the limitation.

Figure 1: A motivating example

2.2 Design Challenges

Although the previous example demonstrates the benefits of user-centric scheduling and governing, several design challenges must be resolved in order to realize the concept in mobile operating systems.

Threading Sensitivity Determination: The first challenge is how to determine the sensitivity of each application to reflect the user’s perception of its delay. A straightforward way is to categorize mobile applications based on how they affect user experience and assign them fixed sensitivity; however, such a way cannot react to individual user behavior. This is particularly difficult because an application could have different degrees of sensitivity for individual users depending on how they use it. Even for the same user, an application's sensitivity might vary over time as the focus of the user’s attention changes.

Scheduling and Governing Based on Sensitivity: Another challenge is how to perform scheduling and governing based on thread sensitivity so that both user experience and energy efficiency can be improved. Intuitively, the scheduler should allocate more CPU resources to threads with higher sensitivity than those with lower sensitivity. However, CPU resources are finite because the governor simultaneously attempts to limit the available resources to save power. Therefore, the scheduler and governor should cooperate to find a balance between user experience and energy efficiency for threads with different levels of sensitivity.

3. USER-CENTRIC SCHEDULING AND GOVERNING

In this section, we explain how thread sensitivity is determined (Section 3.1) and present the design details of our user-centric scheduler and governor (Section 3.2).

3.1 Determining Thread Sensitivity

3.1.1 Observations
First, we make two observations about human attention and interaction that provide useful insights into determining thread sensitivity.

**Foreground Domination:** Mobile applications with a large number of creative functionalities induce various user habits and behavior patterns. However, a thread’s sensitivity is highly dependent on the application that the user is currently focusing on. Because the foreground application usually dominates the user’s attention [2], this observation suggests that threads belonging to the foreground application should be differentiated from those belonging to background applications.

**Highly Sensitive Interaction:** Most mobile users interact with their devices frequently and sometimes switch between mobile applications quickly. Studies of human computer interaction indicate that people usually expect to receive feedback from their devices within a few hundred milliseconds after each touch interaction [3, 13]. To avoid an adverse impact on user experience, if the user is interacting with the foreground application, we should provide as many CPU resources as possible to ensure a timely response.

3.1.2 **Sensitivity States and Transitions**

Based on the above observations, we classify thread sensitivity into three levels: high, medium, and low. Although more sensitivity levels could yield better accuracy (e.g., another level for background applications that use the audio interface), the issue is beyond the scope of this work and deferred for future investigation. In the following, we discuss the three sensitivity states, as well as possible transitions of threads between the states.

**Sensitivity States:** Figure 2 shows the transitions between the high, medium, and low sensitivity states. Once an application thread is forked, it will remain in one of the three states until its termination. All threads belonging to an application should be in the same state because they may be interdependent. Thus, all the threads belonging to the current foreground application are classified as medium or high-sensitivity threads, depending on whether the user is interacting with the application. In contrast, all threads belonging to background applications are deemed low sensitivity because they attract less user attention. Moreover, in our design, any system threads that do not belong to user applications are categorized as medium sensitivity threads.

**Sensitivity Inheritance and State Transitions:** The initial sensitivity of application threads is derived from the root parents of all user applications. For example, the first thread of any application in Android is created by a system service called Zygote, whose sensitivity is set as medium. When an application is started in the foreground, the first thread inherits its sensitivity from Zygote, and subsequent threads inherit their parent’s sensitivity. Next, we describe the possible transitions of application threads.

**Medium → Low:** This transition occurs when the foreground application is switched to the background. When a switch takes place, all threads belonging to the foreground application will change from the medium to the low sensitivity state.

**Low → Medium:** This transition occurs when a background application is switched to the foreground. Note that there is always a foreground application. In current practices, if the foreground application is terminated, or switched to the background, it will be replaced by the previous application or the home user interface. All the threads of the new foreground application will transit from the low to the medium state.

**Medium → High:** This transition occurs when a user interacts with a mobile device. When the user touches the screen or any button, all application threads whose sensitivity is medium will transit to the high sensitivity state because only one application can run in the foreground.

**High → Medium:** This transition occurs when the user does not interact with the mobile device for a few hundred milliseconds after an interaction. In other words, a thread will only remain in the high state for a short time after each touch because the response to the touch is supposed to be finished in a few hundred milliseconds. All the threads with high sensitivity will revert to the medium state.

**Display Toggle:** There is also a special case that is caused by the display toggle. When the display is turned off, all threads are forced into the background and therefore change to low sensitivity. As soon as the display is turned on, all the threads revert to their original states.

3.2 **Scheduler and Governor Designs**

3.2.1 **Design Principles**

Before explaining how our design exploits the sensitivity states, we present some principles that our scheduler and governor follow to find a balance between the two conflicting objectives discussed earlier.

**User Experience Considerations:** To improve user experience, more CPU resources should be allocated to threads with higher sensitivity than those with lower sensitivity. Thus, our scheduler allocates the CPU time per scheduling period according to whether the threads are in the high, medium, or low sensitivity state. It also tends to distribute high- and medium-sensitivity threads to active cores by balancing the total sensitivity of the threads on those cores.

**Energy Efficiency Considerations:** To reduce energy consumption, the management of CPU resources should be based on the sensitivity of the running threads. To this end, our governor allocates as many resources as possible to high-sensitivity threads, sufficient resources to medium-sensitivity threads, and limited resources to low-sensitivity threads. Moreover, given the same number of threads and cores, it has been observed that imbalanced utilization will consume more energy than balanced utilization [14]. Thus, our scheduler attempts to balance not only the sensitivity but also the utilization among cores.

3.2.2 **Scheduler Designs**

Next, we explain how our scheduler exploits the sensitivity of applications to perform thread prioritization, thread allocation, and thread migration.

**Thread Prioritization:** The scheduler allocates the CPU time per scheduling period\(^3\) to running threads based on their sensitivity. For this operation, our implementation borrows the Android priority system, in which the priority of a thread depends on a value, called the nice value, in the range -20 to 19. A smaller value implies a higher priority. If the difference between the nice values of two threads is \(k\), the CPU time allocated to the higher-priority thread is approximately 1.25\(^k\) times that allocated to the lower-priority thread; thus, the larger the value

\(^2\)Following the measurements reported in [13], our implementation adopts 500 ms.

\(^3\)In Samsung Galaxy S3, each scheduling period is 6.6 milliseconds, which is not relevant to our design.
of $k$, the more unfairly\(^4\) the threads are treated. After the running threads are prioritized, our implementation relies on the **Completely Fair Scheduler** (CFS) \(^8\) to schedule them for execution. In each scheduling period, every running thread will be executed exactly once, and the thread that has spent the least amount of time among the running threads will be executed first. Note that thread prioritization is performed whenever a thread's sensitivity changes.

**Thread Allocation** Each newly forked thread is allocated by the scheduler to an active core based on its sensitivity. Once forked, the thread inherits its parent’s sensitivity. If the sensitivity is medium or high, the thread is allocated to the core with the minimum total sensitivity so that it can obtain more CPU resources. In contrast, if its sensitivity is low, it is allocated to the core with the minimum total workload so as to balance the utilization of the cores. The total sensitivity of a core is the sum of the sensitivity values\(^5\) of the threads running on it. Similarly, the total workload is the sum of the computing cycles of the running threads, where the computing cycles of a thread are estimated based on the cycles it used in the previous sampling period.

**Thread Migration** The scheduler attempts to balance the cores’ sensitivity as well as their utilization. This is achieved by periodically triggering thread migration. In each sampling period\(^6\), the first step involves moving threads repeatedly from the core with the maximum total sensitivity to the core with the minimum total sensitivity, until immediately before the total sensitivity of the former becomes lower than that of the latter. Moreover, it is better to move threads with higher sensitivity (and break the tie randomly). This is because the sensitivity is balanced to allow higher sensitivity threads to run on a core with fewer threads, and the core with the minimum sensitivity usually has fewer threads. The next step moves threads repeatedly from the core with the maximum total workload to the core with the minimum workload, until immediately before the total workload of the former becomes smaller than that of the latter. In this step, threads with lower sensitivity are preferred. They are moved in FIFO order so that the threads moved in the first step will not be moved back to the original core.

3.2.3 Governor Designs

We now explain how the governor considers the sensitivity when managing CPU resources with **dynamic power management** (DPM) and **dynamic voltage and frequency scaling** (DVFS).

**DPM** For each sampling period, based on the total workload and the CPU power model, the governor periodically turns cores on or off to prevent unnecessary power usage. In a multi-core system, turning off as many cores as possible will not necessarily save power because the power consumed by a core is a convex increasing function of the operating frequency \([10]\). We use Samsung Galaxy S3 equipped with a quad-core CPU as an example. Based on our measurements, using two cores is more effective when using one core has to operate on a frequency over 400 MHz, provided that the total workload can be evenly distributed between the two cores. Moreover, using three cores (resp. four cores) is more beneficial when using two cores (resp. three cores) operate on a frequency over 400 MHz. For each sampling period of 200 ms, one, two, and three cores operating on 400, 400, and 566 MHz can provide 400\( \times 0.2 = 80\), 400\( \times 0.2 \times 2 = 160\), and 566\( \times 0.2 \times 3 = 340\) mega computing cycles respectively. In other words, the number of cores to be turned on depends on whether the total workload in the preceding sampling period exceeds the three thresholds. However, the total workload yielded in the preceding period highly depends on the sensitivity of the running threads (more details will be discussed later in the DVFS design). In addition, the number of active cores obviously should not be larger than the number of running threads. Note that if an active core is turned off, the threads running on the core must be moved to other active cores and treated as if they are newly forked threads, as mentioned previously in the discussion of thread allocation.

**DVFS** After the number of active cores has been determined, the governor selects an appropriate operating frequency for this sampling period according to the workload in the preceding period and the sensitivity of the threads running on each core. Specifically, if any threads are in the high sensitivity state, the highest frequency level is selected directly so as to provide them with as many CPU resources as possible. For each interaction, because the threads only remain in that state for a very short time, energy will not be wasted unnecessarily and the user’s experience will be improved significantly. Otherwise, if there are no high-sensitivity threads, the operating frequency is selected as follows. Let us consider any of the active cores. For medium-sensitivity threads on the core, the computing cycles they need will be completely satisfied. In contrast, the computing cycles of low-sensitivity threads may only be partially satisfied. Our implementation treats low-sensitivity threads as unfairly as possible and only provides them with the least CPU resources, given that all the medium-sensitivity threads’ needs are satisfied. Recall that we adopt the Android priority system for thread prioritization. Let the number of computing cycles allocated to the medium-sensitivity threads be $C_m$ in this sampling period. Then, the number of cycles allocated to low-sensitivity threads on the same core can be calculated by $C_l = C_m \times \frac{N_l + 1.25 \times N_m}{N_r}$, where $N_r$ and $N_m$ denote the respective numbers of low- and medium-sensitivity threads on the core; and $k$ is the difference between their nice values. Therefore, the core should operate on a frequency of at least $(C_l + C_m)/0.2$ MHz if we want to satisfy the medium-sensitivity threads’ needs.

Commercial mobile devices allow operations on a number of frequency levels. For example, Samsung Galaxy S3 supports 13 levels in the range 200 to 1400 MHz. We could simply select the lowest available level that is just sufficient to satisfy the cycles calculated above. However, such a selection could not react promptly to sudden workload increases. Thus, a higher level should be selected if the workload is likely to be heavier than expected. The governor selects one level higher than the originally selected level if the the original level could result in core utilization above a certain threshold\(^7\). Furthermore, if the workload increases twice in a row, the governor selects the median between the current level and the highest level to deal with a potential bursty workload. The half-scaling policy could scale up to the required level quickly without wasting much energy because the CPU power model is an exponential function of the frequency level. Finally, the highest among the levels selected for the active cores is used if the CPU only supports synchronous scaling (i.e., all the active cores have to operate on the same frequency synchronously). Note that the frequency level will remain the same during the sampling period unless some event, like the user touching the screen, changes the sensitivity of any threads to high.

4. PERFORMANCE EVALUATION

4.1 Experiment Setup

We conducted extensive experiments on a Samsung Galaxy S3 smartphone, which is equipped with a 1.4GHz quad-core CPU.

\(^4\)Our implementation maps high, medium, and low sensitivity states to the nice values of -20, -10, and 10, respectively. The settings, which are adjustable, are to demonstrate that the low-sensitivity threads can be treated extremely unfairly without affecting user experience significantly.

\(^5\)Our implementation sets the sensitivity values of high-, medium-, and low-sensitivity threads at 3, 2, and 1 respectively. These settings are sufficient to distribute high- and medium-sensitivity threads to cores.

\(^6\)In our implementation, the sampling period is set at 200 ms to allow a trade-off between the extra overheads and the reaction time to workload changes.

\(^7\)Our implementation sets the threshold at 75%, which is the same as that used in Samsung Galaxy S3.
and allows operations on 13 frequency levels. The four cores have to operate on the same frequency synchronously, but they can be turned on or off individually. The specifications of the related hardware and software are detailed in Table 1. If necessary, the smartphone can access the Internet via an ASUS RT-N10 access point dedicated for our experiments. We used the power monitor produced by Monsoon Solutions to measure the smartphone’s transient power and energy consumption. In addition, we instrumented the source code of the investigated apps (if needed) to measure their response and completion times. The results are the average values of 5 independent experiment measurements.

We studied three mobile apps with different characteristics, namely, OI File Manager, RockPlayer, and FtpCafe, all of which can be found on Google Play. OI File Manager provides a user interface to manage files and directories on a smartphone. It served as an interactive, foreground app, and was used to open and close a directory (which took 1s and 0.5s, respectively) 10 times to generate high-sensitivity threads. RockPlayer is a software-decoding video player for playing multimedia files. It was deemed a non-interactive, foreground app, and used to play video 4.2 Computational Overheads
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CPU workloads that are shorter and vary significantly, while the latter’s workloads are more stable and consistent. When bursty workloads occur, CFS+OD always scales up to the highest frequency directly. By contrast, the half-scaling policy of UCSG can scale up to the required frequency level quickly, without wasting much energy.

Interestingly, when FTP runs in the background only, UCSG achieves a substantial energy saving and reduces the energy consumed under CFS+OD by 37.8%. In the scenario, the foreground application is the home user interface, whose CPU workload is light if there are no user interactions. Consequently, UCSG normally uses the lowest frequency of 200 MHz during the whole execution, unless the total workload increases twice in a row, which would trigger the half-scaling policy. Furthermore, FTP generates intermittent CPU workloads, and CFS+OD always scales up to the highest frequency to react to any abrupt workload changes. By contrast, UCSG decides whether to scale up the CPU frequency based on the thread sensitivity. This explains the considerable reduction in energy consumption.

4.4 Application Performance

Figure 5(a) shows that UCSG greatly outperforms CFS+OD in terms of the file manager’s response time. The reason that UCSG reduces the response time required under CFS+OD by

Figure 3: Idle power required by CFS+OD and UCSG

Figure 4: Energy required by CFS+OD and UCSG

Figure 4 shows the energy required by CFS+OD and UCSG to execute various combinations of applications. In general, UCSG requires significantly less energy than CFS+OD. This result is as expected because UCSG only allocates limited resources to low-sensitivity threads. However, in the scenarios when no applications run in the background, UCSG can still reduce the energy consumption of CFS+OD by 26.6% for the file manager and 9.2% for the video player, because of its half-scaling policy. The efficacy of UCSG becomes clearer when some application is running in the background. The results show that UCSG reduces the energy consumption under CFS+OD by 24.8% and 17.5% when the file manager and the video player run in the foreground, respectively, while FTP runs in the background. The reduction is more obvious when the file manager runs than when the video player runs. This is because the former generates

CPU workloads that are shorter and vary significantly, while the latter’s workloads are more stable and consistent. When bursty workloads occur, CFS+OD always scales up to the highest frequency directly. By contrast, the half-scaling policy of UCSG can scale up to the required frequency level quickly, without wasting much energy.

Interestingly, when FTP runs in the background only, UCSG achieves a substantial energy saving and reduces the energy consumed under CFS+OD by 37.8%. In the scenario, the foreground application is the home user interface, whose CPU workload is light if there are no user interactions. Consequently, UCSG normally uses the lowest frequency of 200 MHz during the whole execution, unless the total workload increases twice in a row, which would trigger the half-scaling policy. Furthermore, FTP generates intermittent CPU workloads, and CFS+OD always scales up to the highest frequency to react to any abrupt workload changes. By contrast, UCSG decides whether to scale up the CPU frequency based on the thread sensitivity. This explains the considerable reduction in energy consumption.

4.3 Energy Consumption

Table 1: Specifications of Samsung Galaxy S3

<table>
<thead>
<tr>
<th>Hardware</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Processor</td>
<td>Quad-Core ARM Cortex-A9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Memory</td>
<td>RAM: 1GB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Screen</td>
<td>Super AMOLED 720 × 1280 pixels</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Network</td>
<td>Wi-Fi: IEEE 802.11 a/b/g/n</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Storage</td>
<td>SD 2.0 compatible, 8G</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Battery</td>
<td>2100 mAh</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OS</td>
<td>Android 4.1.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Linux Kernel</td>
<td>3.0.31</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4.2 Computational Overheads

Figure 3 shows the power consumption when the mobile device is idle. When the screen is turned off, the whole CPU is put into a low-power dormant mode; thus, the device consumes hardly any power. When the screen is turned on, one of the four cores is active and operates on the lowest frequency of 200 MHz, and the UCSG’s power consumption is slightly higher than that of CFS+OD. This is because, compared with traditional core-level monitoring, the thread-level monitoring in our design introduces extra computational overheads. Specifically, in every sampling period, UCSG has to update the sensitivity and estimate the computing cycles of each thread. These fine-grained actions introduce extra overheads, compared with traditional coarse-grained approaches that only consider the number of running threads and the utilization of each core. However, this scenario is relatively short in terms of mobile users’ daily usage patterns, as the screen usually switches off automatically (or is turned off by the user) to save energy when the device is idle.
6. CONCLUDING REMARKS

We advocate that mobile operating systems should move toward user-centric scheduling and governing. To demonstrate the benefits, we devised a scheduler and governor that allocate CPU resources to mobile applications according to their sensitivity, and implemented our design in Android. In addition, we conducted a series of experiments on a Samsung Galaxy S3 smartphone with some mobile apps found on Google Play. The experiment results show that our user-centric design is more appropriate for mobile applications, compared with conventional fair scheduling and governing. The proposed design is particularly suitable when some applications running in the background generates bursty CPU workloads intermittently. This is because our design can identify abrupt workload changes caused by applications with different levels of sensitivity, and determine whether to increase the CPU resources for certain applications.
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