Abstract—In machine-to-machine (M2M) communication, a massive number of machine devices may transmit simultaneously in response to an event occurring in the system. Supporting massive device transmission while maintaining low congestion and low access delay is a challenging problem. This paper proposes a new transmission control scheme based on slotted ALOHA, with a practical consideration of partial information available at the data aggregator about the system. The proposed approximate maximum likelihood estimation ALOHA (AMLE-ALOHA) scheme incorporates an approximate ML estimation of the (unknown) number of active machines in the system. We apply the drift analysis to show the stability of the proposed control scheme. Simulation results demonstrate that the proposed AMLE-ALOHA outperforms an existing scheme in terms of the access delay and reaction time under bursty traffic with the same partial information, and compares favorably to the optimal control scheme with oracle knowledge of the number of active machines in the system.

I. INTRODUCTION

Machine-to-machine (M2M) communication has found many emerging applications and attracted significant research interest recently. A typical M2M communication scenario is where a data aggregator collects data generated by a large number of machine devices (e.g., sensors). In fact, massive machine communications are envisioned for future wireless communications [1]. When there is a massive number of machines transmitting data to the aggregator concurrently in a single-hop or direct-communication manner [2], a good congestion control scheme is needed to mitigate traffic congestion due to intense machine access in M2M [3].

Many congestion control schemes for M2M have been proposed, some from the 3GPP standardization effort. Access Class Barring (ACB), which was proposed as an overload control mechanism dividing machines into several access classes and performing the access barring check before establishing a connection [4], has been adapted to M2M communications [5], [6]. An enhancement of ACB, termed Extended Access Barring (EAB), was later proposed and discussed in standards [5], [7]. In [7], a new control algorithm was proposed and used to adjust the parameter of the ACB mechanism. The ACB mechanism and its variants are based on the well-developed and widely used slotted ALOHA (S-ALOHA) protocol [8]. It is well-known that uncontrolled S-ALOHA scheme is unstable such that the number of backlogged devices may grow unbounded over time with probability one [9]. In order to implement the S-ALOHA scheme with efficiency and stability, it is essential to estimate the number of active machines (i.e., machines that have data packets to transmit to the aggregator as a result of an event having taken place) and optimize the transmission probabilities of these active machines. The Pseudo Bayesian ALOHA (PB-ALOHA) scheme [10], [11] estimates the number of active machines based on the access outcome in the previous time slot, but cannot quickly adjust the transmission probability to test the active machines under highly bursty traffic [12].

In this paper, we consider an M2M communication system with a massive number of machines directly communicating with the data aggregator. We propose a new transmission probability control scheme for multichannel S-ALOHA. The proposed scheme is based on an approximate maximum likelihood estimation of the number of active machines, thus termed approximate maximum likelihood estimation ALOHA (AMLE-ALOHA) scheme. We analytically study the stability properties of AMLE-ALOHA by performing the drift analysis. Numerical results demonstrate that the proposed AMLE-ALOHA scheme yields reduced access delay at high packet arrival rates and reduced reaction time under bursty traffic as compared to the PB-ALOHA scheme.

The outline of this paper is as follows. Sec. II presents the system model. Sec. III describes benchmark control schemes. Sec. IV describes the proposed AMLE-ALOHA scheme. Sec. V shows the stability of AMLE-ALOHA. Sec. VI presents simulation results. Finally, Sec. VII concludes this work.

II. SYSTEM MODEL

We consider a cellular network based M2M communication system as shown in Fig. 1. The system consists of a data aggregator or base station (BS) and many machine devices which will upload data to the BS. There are $K$ synchronous and noninterfering channels available for use for data uploading. We consider a slotted transmission system, where any packet transmission starts at the beginning of a time slot and finishes at the end of the same time slot.
Fig. 1. A cellular network-based M2M communication system.

Packet arrival model: The number of packet arrivals $A_t$ in time slot $t$ follows i.i.d. probability distribution $\mathcal{f}(A_t)$ for all $t \in \mathbb{Z}^+ = \{1, 2, 3, \ldots\}$, where $E[A_t] = \lambda$ and $E[A_t^2] < \infty$. Each arrival is independently routed to a machine for transmission to the BS. Specifically, $A_t$ packet arrivals in time slot $t$ will be routed to $A_t$ machines each attempting to transmit a packet to the BS in time slot $t+1$. The assignment of machines for packet transmissions is unspecified.

Transmission and multiaccess mechanism: A slotted ALOHA random-access protocol with a packet transmission probability control scheme is employed. The BS broadcasts a persistence probability value $p_t$ to the system at the end of each time slot $t - 1$. Machines with packets to send in time slot $t$ are called active machines and otherwise called idle machines in time slot $t$. Active machine $i$ ($i = 1, \ldots, N_t$, where $N_t$ is the number of active machines in time slot $t$) will take a “transmission probability test,” i.e., generate a uniform random variable $q_{i,t} \in [0, 1]$ such that: if $q_{i,t} > p_t$, machine $i$ will not transmit in time slot $t$ and will attempt transmission again in time slot $t+1$ by following the same procedure (i.e., generating $q_{i,t+1} \in [0, 1]$ and comparing $q_{i,t+1}$ and $p_{t+1}$), and otherwise ($q_{i,t} \leq p_t$) machine $i$ will transmit one packet in time slot $t$ using a channel randomly and equiprobably selected from the $K$ channels. In any time slot, if a channel is used exclusively by one machine, this machine’s transmission is assumed successful; otherwise, all transmissions on this channel fail due to collision. In case of collisions, the machines failing transmissions in time slot $t$ will all attempt transmission again in time slot $t+1$. Thus, the number of active machines in time slot $t+1$ ($N_{t+1}$) is the sum of the number of machines that could not complete transmission in all time slots prior to time slot $t+1$ and the number of packet arrivals in time slot $t$ ($A_t$). We call the active machines in time slot $t$ the backlogged machines in time slot $t$. After successfully transmitting a
packet, an active machine will become idle since the next time slot, until a packet is routed to it again. An example of dynamic packet arrivals and transmissions is illustrated in Fig. 2.

**Objective:** We consider (as in [11], [13]) that it is difficult for the BS to know \( N_t \) but easier for the BS to observe the states of the \( K \) channels, i.e., i) idle \( (v_{k,t} = 0) \), ii) successful \( (v_{k,t} = 1) \), or iii) collided \( (v_{k,t} \geq 2) \), where \( v_{k,t} \) is the number of machines attempting to use the \( k \)-th channel in time slot \( t \). Note that in iii) the BS only knows the contention outcome (i.e., collided) but not the precise number of machines involved in a collision. Given this partial information about the system, the BS can dynamically adjust the persistence probability \( p_t \) according to the packet arrival rate and the number of available channels. Our objective is to propose a new packet transmission probability control scheme that improves the throughput and/or delay performance of the existing scheme with same partial information, and that compares favorably to the optimal control scheme with full information (i.e., \( N_t \)).

**III. BENCHMARK CONTROL SCHEMES**

**A. Optimal Control Scheme**

The optimal persistence probability \( p^*_t \) is one that yields the minimum number of active or backlogged machines in time slot \( t+1 \).

**Theorem 1** [13]. For i.i.d. arrival flow \( A_t \), where \( E[A_t] = \lambda \) and \( E[A_t^2] < \infty \), the persistence probability that maintains the minimum number of backlogged machines in the system, i.e., \( E[N_{t+1} \mid p^*_t] \leq E[N_{t+1} \mid p_t] \) for all \( t \in \mathbb{Z}^+ \) and \( p_t \in [0,1] \), is given by \( p^*_t = \frac{K}{N_t} \).

Note that the optimal control scheme requires knowledge of \( N_t \) at the BS, which may not be available in practical distributed systems [11]. The following method is based only on the information of the states of the \( K \) channels (idle, successful, or collided) and the previous control results \( (p_{t-1}) \) in designing \( p_t \).

**B. Pseudo Bayesian ALOHA (PB-ALOHA) Scheme**

Suppose that there are \( m \) machines out of \( N_t \) active machines that are transmitting in time slot \( t \), and machine \( i \) \((i = 1,2,\ldots,m)\) uses channel \( w_{i,t} \) for transmission. Then, we can express \( v_{k,t} = \sum_{i=1}^{m} I(w_{i,t} = k) \), where \( I(\cdot) \) is the indicator function. Define the channel state triplet \((K_{d,t},K_{s,t},K_{c,t})\), where \( K_{d,t} = \sum_{k=1}^{K} I(v_{k,t} = 0) \), \( K_{s,t} = \sum_{k=1}^{K} I(v_{k,t} = 1) \), and \( K_{c,t} = \sum_{k=1}^{K} I(v_{k,t} \geq 2) \) are the numbers of idle, successful, and collided channels in time slot \( t \), respectively. Clearly, \( K_{d,t} + K_{s,t} + K_{c,t} = K \). Then, the PB-ALOHA control scheme is given as follows [11], [13]:

\[
 p^*_t = \min \left\{ 1, \frac{K}{N_t} \right\} \tag{1}
\]

where

\[
 N^\text{PB}_t = \max \left\{ 1, N^\text{PB}_{t-1} - K_{d,t} - K_{s,t} + \frac{2K_{c,t}}{e-2} \right\}. \tag{2}
\]

**IV. THE PROPOSED APPROXIMATE MAXIMUM LIKELIHOOD ESTIMATION ALOHA (AMLE-ALOHA) SCHEME**

Our method is based on an approximate ML estimation of the number of active machines \( N_t \) given \((K_{d,t},K_{s,t},K_{c,t})\) and \( p_{t-1} \). First, the conditional probability that the BS observes the channel state triplet \((K_{d,t},K_{s,t},K_{c,t})\) given \( N_t = n \) and \( p_{t-1} \) can be expressed as

\[
 \Pr(K_{d,t},K_{s,t},K_{c,t} \mid N_t = n, p_{t-1}) = \sum_{m=0}^{n} \Phi(K_{d,t},K_{s,t},K_{c,t} \mid m) \cdot \Omega(m \mid n) \tag{3}
\]

where

\[
 \Omega(m \mid n) = \left( \begin{array}{c} n \\end{array} \right) p_{t-1}^m (1 - p_{t-1})^{n-m} \tag{4}
\]

is the probability that \( m \) out of \( n \) active machines are transmitting in time slot \( t \), and \( \Phi(K_{d,t},K_{s,t},K_{c,t} \mid m) \) is the probability that the BS observes channel state triplet \((K_{d,t},K_{s,t},K_{c,t})\) given that \( m \) out of \( n \) active machines are transmitting, as derived as follows.

**Theorem 2.**

\[
 \Phi(K_{d,t} = d, K_{s,t} = s, K_{c,t} = c \mid m) = \left\{ \begin{array}{l}
 \frac{s!}{d} \sum_{i=0}^{d} \binom{m}{i} \left( \frac{s}{d} \right)^i \left( \frac{c}{d} \right)^{d-i} \left( \frac{e}{c+i} \right)^{d-i} \cdot \Phi(0, s, 0 \mid s) \Phi(0, 0, c \mid m-s),
 \end{array} \right.
\]

where

\[
 \Phi(0, s, 0 \mid s) = \frac{s!}{s^s}. \tag{5}
\]

That is, given the channel state triplet \((d, s, c)\), \( \left( \frac{s}{d} \right)^s \Phi(0, s, 0 \mid s) \) is the probability that \( s \) selected machine have successful transmission, and \( \left( \frac{c}{e} \right)^{m-s} \Phi(0, 0, c \mid m-s) \) is the probability that the remaining \( m-s \) machines have collided transmission. To derive \( \Phi(0,0,c \mid m-s) \), we consider, without loss of generality, a scenario where all machines each choose a transmission channel among a set of \( b \) channels \( B = \{1,2,\ldots,b\} \). Let \( w_t \triangleq \{w_{1,t},\ldots,w_{a,t}\} \) denote the channels used by these \( a \) machines, and \( S \triangleq \{v_{k,t} : v_{k,t} \geq 1, \forall k \in B \} \) represent the combinations that \( a \) machines use all the \( b \) channels without any idle channel, where \( \Pr(S) = \Theta(b,a) \) as given by [14]

\[
 \Theta(b,a) = \left\{ \begin{array}{l}
 \sum_{j=0}^{b} (-1)^j \binom{b}{j} \left( \frac{b-j}{b} \right)^a, \quad a \geq b,
 0, \quad a < b.
\end{array} \right.
\]

Furthermore, let \( A_j \triangleq \{w_t : v_{j,t} = 1, v_{k,t} \geq 1, \forall k \in B \setminus \{j\} \} \) represent the combinations that \( a \) machines use all the
where $b$ channels without any idle channel and at least one machine successfully transmits (using channel $j$). Thus, the intersection $\bigcap_{j \in J, B, |J|=l} A_j = \{w_t : v_{j,t} = 1, \forall j \in J \subseteq B, |J| = l, v_{k,t} \geq 1, \forall k \in B \setminus J\}$ represents the combinations that $a$ machines use all the $b$ channels without any idle channel and at least $l$ machines successfully transmit (using the set of channels $J$, where $|J| = l$). By definition, we have

$$\Pr \left( \bigcap_{j \in J, B, |J|=l} A_j \right) = \frac{a!}{l!} \left( \frac{b-l}{b} \right)^{a-l} \Theta(b-l, a-l).$$

Then, we apply the inclusion-exclusion principle to find the probability that all $b$ channels are collided given that $a$ machines are transmitting:

$$\Phi(0, 0, b | a) = \Pr \left( S - \bigcup_{j \in B} A_j \right)$$

$$= \Pr(S) + \sum_{|J| \leq B, |J| \neq 0} (-1)^{|J|} \Pr \left( \bigcap_{j \in J} A_j \right)$$

$$= \Pr(S) + \sum_{l=1}^{b} \sum_{|J| = l, J \subseteq B} (-1)^{|J|} \Pr \left( \bigcap_{j \in J} A_j \right)$$

$$= \Theta(b, a) + \sum_{l=1}^{b} \left( \frac{l}{b} \right) (-1)^l \Pr \left( \bigcap_{|J| = l, |J| \subseteq B} A_j \right)$$

$$= \sum_{l=0}^{b} (-1)^l \left( \frac{a}{l} \right) \left( \frac{l}{b} \right)^l \left( \frac{b-l}{b} \right)^{a-l} \Theta(b-l, a-l) \quad (9)$$

where $a \geq b$. Substituting $a = m-s$ and $b = c$ in (10) and (8) yields

$$\Phi(0, 0, c | m-s)$$

$$= \sum_{l=0}^{c} (-1)^l \left( \frac{m-s}{l} \right) \left( \frac{c}{l} \right) \sum_{j=0}^{c-l} \left( \frac{c-l}{j} \right) (-1)^j (c-l-j)^{m-s-l}$$

$$= \sum_{l=0}^{c} \left( \frac{m-s}{l} \right) \left( \frac{c}{l} \right) \sum_{j=0}^{c-l} \left( \frac{c-l}{j} \right) (-1)^j (c-l-j)^{m-s-l}$$

$$= \sum_{l=0}^{c} \left( \frac{m-s}{l} \right) \left( \frac{c}{l} \right) \sum_{j=0}^{c-l} \left( \frac{c-l}{j} \right) (-1)^j (c-l-j)^{m-s-l} \quad (10)$$

where the last equality holds since $\binom{c-l}{j} = \binom{c-l}{c-j}$ under the condition $m-s \geq c$ or equivalently $m \geq K_{s,t} + K_{c,t}$. Combining (6), (7), and (11) leads to

$$\Phi(d, s, c | m)$$

$$= \frac{s!}{K^m} \left( \begin{array}{c} K \\ d, s \end{array} \right) \left( \frac{m}{s} \right) \sum_{l=0}^{c} \left( \frac{m-s}{l} \right) \sum_{j=0}^{c-l} \left( \frac{c}{l, j} \right) (-1)^l (c-l-j)^{m-s-l}$$

$$= \frac{s!}{K^m} \sum_{l=0}^{c} \left( \frac{m-s}{l} \right) \sum_{j=0}^{c-l} \left( \frac{K}{d, s} \right) \left( \frac{c}{l, j} \right) (-1)^l (c-l-j)^{m-s-l}$$

$$= \frac{s!}{K^m} \sum_{l=0}^{c} \left( \frac{m-s}{l} \right) \sum_{j=0}^{c-l} \left( \frac{K}{d, s, l, j} \right) (-1)^l (c-l-j)^{m-s-l} \quad (12)$$

where the last equality holds since $\binom{K}{d, s, l, j} = \binom{K}{d, s, l} = \binom{K}{K-d-s} = \binom{K}{K-d-s}$.

With the expressions in (3), (4), and (5), we propose a control scheme based on the ML estimation of $N_t$ as follows:

$$p_t^{ML} = \min \left( \frac{K}{N_t^{ML}}, 1 \right) \quad (13)$$

where

$$N_t^{ML} = \arg \max_{n \in Z^+} \Pr (K_{d,t}, K_{s,t}, K_{c,t} | N_t = n, p_{t-1}^{ML}) \quad (14)$$

is the ML estimator of $N_t$ in time slot $t$. However, applying the ML estimation according to (14) in each time slot is computationally expensive. Thus, it is worthwhile to consider an approximate estimator. Consider an approximation of the distribution $\Omega(m | n)$ in (4) by another distribution $\Lambda(m | n)$, where $\Lambda(m | n)$ is 1 for $m = np_{t-1}$ and $\Lambda(m | n) = 0$ otherwise. Therefore, (14) becomes

$$N_t^{ML} = \arg \max_{n \in Z^+} \sum_{m=0}^{n} \Phi (K_{d,t}, K_{s,t}, K_{c,t} | m) \cdot \Omega(m | n)$$

$$\simeq \arg \max_{n \in Z^+} \sum_{m=0}^{n} \Phi (K_{d,t}, K_{s,t}, K_{c,t} | m) \cdot \Lambda(m | n)$$

$$= \arg \max_{n \in Z^+} \Phi (K_{d,t}, K_{s,t}, K_{c,t} | n_{t-1}^{ML}) \quad (15)$$

Based on (15), the proposed AMLE-ALOHA scheme is given by

$$\tilde{p}_t = \min \left\{ 1, \frac{K}{N_t} \right\} \quad (16)$$

where

$$\tilde{N}_t = \frac{\tilde{m}_t}{\tilde{p}_{t-1}} \quad (17)$$

$$\tilde{m}_t = \arg \max_{m \in Z^+} \Phi (K_{d,t}, K_{s,t}, K_{c,t} | m) \quad (18)$$

The operation procedure of the proposed scheme is summarized in Algorithm 1.

**Algorithm 1** The Proposed AMLE-ALOHA Scheme

1. for $s = 1 \rightarrow K, d = 1 \rightarrow K$ do
2. $c \leftarrow K - d - s$
3. $\tilde{m}(d, s) \leftarrow \arg \max_{m \in Z^+} \Phi (d, s, c | m)$
4. end for
5. $K_{d,0} \leftarrow K, K_{s,0} \leftarrow 0$
6. $N_0 \leftarrow 0$
7. for $t = 1 \rightarrow T$ do
8. $\tilde{N}_t = \frac{\tilde{m}(K_{d,t}, K_{s,t})}{\tilde{p}_{t-1}}$
9. $\tilde{p}_t = \max \left\{ \frac{K}{N_t}, 1 \right\}$
10. The BS broadcasts $\tilde{p}_t$ at the end of time slot $t - 1$
11. The BS observes the channel state triplet $(K_{d,t}, K_{s,t}, K_{c,t})$ in time slot $t$
12. end for
V. Stability Analysis for AMLE-ALOHA

The ALOHA protocol is an unstable protocol for large arrival rates [15]. In the unstable state, the system throughput becomes very low while users experience long delay. The maximum stable throughput $\lambda_c = Ke^{-1}$ [13, Lemma 3]. We apply the drift analysis [16] to illustrate the stability of AMLE-ALOHA in the following.

The random process $X(t) \equiv (N_t, \hat{N}_t)$ constitutes a two-dimensional Markov chain. According to [17], the stability of AMLE-ALOHA is ensured if $X(t)$ is ergodic. We will show that $X(t)$ is ergodic using the stability theorems for two-dimensional process [13]. First, we need the following lemmas.

Lemma 1 [13]. The average drift of $N_t$ in the process $X(t)$ is

$$E[N_t - N_{t-1} \mid N_t = n, \hat{N}_{t-1} = z] = \lambda - \frac{nK}{z} \left(1 - \frac{1}{z}\right)^{n-1}. \tag{19}$$

Lemma 2. If and only if the ML estimator $\hat{m}_t$ is consistent, we have

$$\lim_{n,z \to \infty} E[\hat{m}_t \mid N_t = n, \hat{N}_{t-1} = z] = \frac{nK}{z}. \tag{20}$$

Proof. By definition of consistent ML estimator $\hat{m}_t$, we have

$$\lim_{n,z \to \infty} E[\hat{m}_t \mid N_t = n, \hat{N}_{t-1} = z] = E[m \mid N_t = n, \hat{N}_{t-1} = z] = n\hat{p}_{t-1} = \frac{nK}{z}.$$ 

Then, we show that $X(t)$ is ergodic.

Theorem 3. If the ML estimator $\hat{m}_t$ is consistent and $n/z = 1$, then $X(t)$ is ergodic and $\lambda_c = Ke^{-1}$.

Proof. From Lemma 1, we have the average drift of $N_t$ in the process $X(t)$ given by

$$\mu_{n,z} \triangleq \lim_{n,z \to \infty} E[N_t - N_{t-1} \mid N_t = n, \hat{N}_{t-1} = z] = \lambda - Ke^{-1}. \tag{21}$$

On the other hand, the average drift of $\hat{N}_t$ in the process $X(t)$ is

$$\nu_{n,z} \triangleq \lim_{n,z \to \infty} E[\hat{N}_t - \hat{N}_{t-1} \mid N_t = n, \hat{N}_{t-1} = z] \tag{22}
\begin{align*}
&\overset{(a)}{=} E\left[\frac{z \cdot \hat{m}_t}{K} - z \mid N_t = n, \hat{N}_{t-1} = z\right] \\
&\overset{(b)}{=} E\left[n - z \mid N_t = n, \hat{N}_{t-1} = z\right] = 0
\end{align*}$$

where $(a)$ follows from (16) and (17), and $(b)$ follows from Lemma 2. Thus, ergodicity holds for $\mu_{n,z} = \nu_{n,z} = 0$ when $\lambda = \lambda_c \triangleq Ke^{-1}$.

VI. Numerical Results

In this section, we demonstrate the performance of the proposed AMLE-ALOHA scheme in comparison with the optimal multichannel control scheme and the PB-ALOHA scheme described in Sec. III. We set $K = 5$ channels. We consider two cases of packet arrivals.

Case 1: Poisson packet arrivals: We consider that the packet arrivals follow a Poisson process, i.e.,

$$Pr(t, A_t = x) = f(A_t = x) = \frac{\lambda^x e^{-\lambda}}{x!}, \quad \forall t \in \mathbb{Z}^+.$$ 

where $E[A_t] = \lambda$ and $E[A_t^2] < \infty$. We run the simulation for $10^6$ time slots. It is assumed that there is an infinite number of machines so that no arrivals are discarded. Fig. 3 shows the number of contending machines per channel vs. the normalized packet arrival rate $\lambda/K$. Clearly, the number of active machines increases as $\lambda/K$ increases. Since active machines failing transmission will attempt transmission again in the next time slot, the system’s backlogged machines accumulate as $\lambda/K$ increases. According to Theorem 3, the maximum stable throughput $\lambda_c = Ke^{-1} \approx 0.368K$, and hence when $\lambda/K < 0.34 < e^{-1} = \lambda_c/K$, the system is in the stable region such that the number of contending machines per channel is smaller than or equal to 1. When the system is stable, the performance of all three schemes is comparable; when the system becomes unstable, the proposed AMLE-ALOHA scheme has a smaller number of backlogged machines as compared to PB-ALOHA.

Fig. 4 shows the average packet transmission delay vs. the normalized packet arrival rate $\lambda/K$. Clearly, the packet transmission delay increases as $\lambda/K$ increases. It is observed that when $\lambda/K \leq 0.27$, almost all the packets can be transmitted in the next time slot with all three control schemes (i.e., the delay is less than two time slots). The proposed AMLE-ALOHA reduces the delay by about 3.2 time slots as compared to PB-ALOHA when $\lambda/K$ approaches the maximum stable rate.
\( \lambda_c/K \simeq 0.368. \)

**Case 2: Bursty packet arrivals:** We examine the behavior of the control schemes under bursty traffic. This consideration represents many practical M2M communication scenarios where a large number of machines will suddenly be active in response to an emerging M2M application. We adopt the following packet arrival model for this scenario:

\[
A_t = \begin{cases} 
3000, & t = 1 \\
0, & t \geq 2, \ t \in \mathbb{Z}^+ .
\end{cases}
\]

Fig. 5 shows the average percentage of backlogged machines vs. the elapsed time up to 2000 time slots. Initially, all the 3000 packets are awaiting transmission and thus there are 3000 backlogged machines in the system (100%). As time elapses, an increasing number of packets are successfully transmitted and the number of backlogged machines decreases. It can be observed that PB-ALOHA and the proposed AMLE-ALOHA require 2000 and 1800 time slots, respectively, for transmitting all the 3000 packets (i.e., reaching the state of no backlogged machine). This is a 10% saving of reaction time by the proposed AMLE-ALOHA in a bursty traffic scenario.

**VII. Conclusion**

We have studied the problem of congestion control based on slotted ALOHA for M2M communications. We proposed a new control scheme where the transmission probability of active machines is adapted according to the estimated number of current active machines in the system. We proposed an approximate ML estimation of the number of active machines based on the access outcomes in the previous time slot. We analytically examine the stability of the proposed control scheme using drift analysis. The proposed AMLE-ALOHA scheme was shown advantageous over the existing PB-ALOHA scheme both with partial information at the data aggregator, and comparable with the optimal control scheme with full information at the data aggregator.
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