Multi-Objective Optimization of Wireless Information and Power Transfer in Multiuser OFDMA Systems

Hsin-Jui Chou*, Ronald Y. Chang*, and Jen-Ming Wu†

*Research Center for Information Technology Innovation, Academia Sinica, Taipei, Taiwan
†Institute of Communications Engineering, National Tsing Hua University, Hsinchu, Taiwan
Email: {hjchou, rchang}@citi.sinica.edu.tw, jmwu@ee.nthu.edu.tw

Abstract—This paper studies joint subchannel allocation, power allocation, and beamforming for simultaneous wireless information and power transfer (SWIPT) in multiuser downlink orthogonal frequency-division multiple access (OFDMA) systems. We formulate a multi-objective optimization (MOO) problem where the objectives are to maximize both the information rate and the harvested power for all users in the system. We approach the MOO problem with two proposed methods, i.e., semidefinite relaxation-based weighted aggregation (SDR-WA) and multi-objective genetic algorithm (MOGA). Simulation compares the achievable Pareto optimal solution set yielded by these methods, and illustrates the tradeoffs of the sum information rate vs. the sum harvested power in the system.

I. INTRODUCTION

The development of device-to-device (D2D) communication and Internet of things (IoT) and of everything (IoE) has significantly increased the demand of communication bandwidth. Meanwhile, since most of the devices (handheld devices, sensor nodes, etc.) in these networks are battery-powered, the demand of a higher battery capacity has also increased [1], [2]. The increase in battery capacity, however, fails to meet the ever-increasing energy demand [3]. It is therefore imperative to seek a more reliable and accessible alternative energy source for the mobile devices. The concept of simultaneous wireless information and power transfer (SWIPT) [3]–[15], which represents harvesting power from the electromagnetic waves used for transmission of information, has emerged as a viable solution to the bandwidth and energy shortage problem.

In single user environments, SWIPT focuses on the design of time-switching or power-splitting to balance the information and energy (power) tradeoff [5]–[9]. In multiuser environments, SWIPT focuses on the resource allocation (channel allocation, transmit power allocation, etc.) among different users for information or energy transmission, such that some quality-of-service (QoS) criteria (throughput, harvested power, packet loss, fairness, etc.) are met [10]–[15]. This renders a multi-objective optimization (MOO) problem with multiple, often conflicting objectives. Existing work studying SWIPT has considered reformulating an MOO into a single objective optimization (SOO) problem. The reformulation is based on a weighted aggregation of the multiple objectives [10], [12], or a transformation of some objectives into constraints [10]–[15]. This approach has several limitations: 1) the conversion into SOO requires prior knowledge about the relative importance of each objective; even so, the accurate and precise selection on the weights could be quite difficult in practice, 2) the formulation of SOO may lose some perspectives of tradeoff among different objectives, and 3) the transformation of some objectives into constraints may produce improper (unattainable) constraints, which could result in an infeasible problem [16]–[18].

In this work, we consider the joint design of subchannel allocation, power allocation, and precoding (beamforming) in a multiuser downlink orthogonal frequency-division multiple access (OFDMA) system for SWIPT. The objectives in this MOO problem are to maximize the information rate and the harvested power for all users. As typical in most MOO problems, there is no global optimal solution to this problem, as different objectives are conflicting with each other. Moreover, jointly optimizing subchannel allocation, power allocation, and precoding matrices is a non-convex problem, and it is challenging to solve since the correlation between the variables is hard to be formulated [19]. Thus, we aim to find the Pareto front [16], [17], which represents the “best achievable” objective values from a system-wide perspective by taking into account the tradeoff among different objectives. We propose two methods to solve the considered MOO problem, namely, the semidefinite relaxation-based weighted aggregation (SDR-WA) method and the multi-objective genetic algorithm (MOGA). SDR-WA applies the SDR technique to the SOO problem reformulated from the MOO problem, where the SOO problem can be constructed by any possible linear combination of all objectives and is guaranteed to be a feasible problem. MOGA emulates the biological evolution...
battery and catenation of matrices for simultaneous information and power transfer. The transmitter (base fraction of the received power at user presents SDR-W A and MOGA methods for solving the MOO system model. Sec. III introduces the Pareto optimality and convergence of the proposed methods, and compares all objectives simultaneously. Simulation demonstrates the validity and convergence of the proposed methods, and compares their performance in different system configurations.

The outline of the paper is as follows. Sec. II describes the system model. Sec. III introduces the Pareto optimality concept and describes the considered MOO problem. Sec. IV presents SDR-W and MOGA methods for solving the MOO problem. Sec. V presents performance results and discussions. Finally, Sec. VI concludes the paper.

Notations: Boldface lowercase denote vectors and boldface uppercase denote matrices. Calligraphic lowercase denote sets, and $|\mathcal{A}|$ is the cardinality of set $\mathcal{A}$. $\mathbf{A} = \{\mathbf{A}_l\}_{l=1,...,K}$ represents that matrix $\mathbf{A}$ is a horizontal concatenation of matrices $\mathbf{A}_1, \ldots, \mathbf{A}_K$. $\mathbf{A} \succeq 0$ means that matrix $\mathbf{A}$ is positive semidefinite. $\text{tr}(\mathbf{A})$ denotes the trace of matrix $\mathbf{A}$. $(\cdot)^\top$ denotes the transpose operation. $\|\cdot\|$ denotes the $L_2$-norm of a vector/matrix. $\mathbb{R}$ denotes the set of real numbers. $(a)^+ \triangleq \max\{a, 0\}$ for some $a \in \mathbb{R}$.

II. SYSTEM MODEL

We consider a downlink multiuser OFDMA system where a single transmitter (with $M$ antennas) serves $K$ users (each with a single antenna) on $N$ subchannels, as illustrated in Fig. 1. Each subchannel can be allocated to at most one user for information transmission, although all users can observe signals (intended or unintended) transmitted on all subchannels for energy harvesting. Each user may be allocated with multiple subchannels. Let $\alpha_{n,k} = 1$ if subchannel $n$ is allocated to user $k$ and $\alpha_{n,k} = 0$ otherwise, and $\sum_{k=1}^{K} \alpha_{n,k} = 1, \forall n$. Each user adopts a power splitting scheme [10] such that $\rho_k$ fraction of the received power at user $k$ is used to charge its battery and $1 - \rho_k$ fraction is used to decode information. In this work, the power splitting ratio $\rho_k$ is a given value and assumed identical for all subchannels allocated to user $k$. All transmitter-user channels are assumed independent and identically distributed (i.i.d.) over $K$ users and $N$ subchannels, and are perfectly known at all nodes.

The received signal at user $k$ on subchannel $n$ is given by

$$y_{n,k} = p_n \mathbf{H}_{n,k} \mathbf{v}_n s_n + z_{n,k}$$ (1)

where $p_n$ is the power allocated on subchannel $n$ with a total power constraint $\sum_{n=1}^N p_n \leq P$; $\mathbf{H}_{n,k} \in \mathbb{R}^{1 \times M}$ is the channel between the transmitter and user $k$ on subchannel $n$, each element following a Gaussian distribution with zero mean and variance $\sigma_n^2$; $s_n \in \mathbb{R}$ is the transmit signal on subchannel $n$ for some intended user, with $\mathbb{E}[\|s_n\|^2] = 1$; $\mathbf{v}_n \in \mathbb{R}^{M \times 1}$ is the corresponding precoding vector with $\|\mathbf{v}_n\|^2 = 1$; $z_{n,k} \in \mathbb{R}$ is the additive white Gaussian noise (AWGN) with zero mean and variance $\sigma_z^2$.

Information rate for user $k$: Suppose that subchannel $n$ is allocated to user $k$, i.e., $\alpha_{n,k} = 1$ and $\alpha_{n,l} = 0, \forall l \neq k$. Then, the information rate of user $k$ on subchannel $n$ can be expressed as

$$R_{n,k} = \log_2 \left(1 + (1 - \rho_k)\frac{p_n}{\sigma_n^2} \|\mathbf{H}_{n,k} \mathbf{v}_n\|^2\right).$$ (2)

The total information rate of user $k$ is

$$R_k = \sum_{n=1}^N \alpha_{n,k} R_{n,k}. $$ (3)

Harvested power for user $k$: A user could harvest the electromagnetic power on subchannel $n$ regardless of whether the transmission on subchannel $n$ is intended for this user or not. The harvested power for user $k$ from the radio wave transmission on subchannel $n$ is given by

$$\varepsilon_{n,k} = \rho_k p_n \|\mathbf{H}_{n,k} \mathbf{v}_n\|^2$$ (4)

where we have assumed perfect efficiency in the conversion from the radio power to the battery power and thus the factor associated with efficiency loss in power transformation is omitted. The total harvested power of user $k$ is

$$\varepsilon_k = \sum_{n=1}^N \varepsilon_{n,k}. $$ (5)

III. PROBLEM DESCRIPTION

We aim to find a subchannel allocation scheme (i.e., $\alpha_{n,k}$), a power allocation scheme (i.e., $p_n$), and a precoding scheme (i.e., $\mathbf{v}_n$) such that the harvested power and the information rate are maximized for all users. This renders a multi-objective optimization (MOO) problem. Unlike single-objective optimization (SOO), in MOO a global optimal solution typically does not exist, because the multiple objectives may be conflicting with one another. However, we may define optimality of a solution in the sense that it is no worse than any other solution in all objectives of the MOO problem. Formally, we have the following definitions [16], [17].

Definition 1 (Pareto Dominance): For the optimization of $Q$ objectives $f_1, \ldots, f_Q$ in a maximization context, a feasible solution $\mathbf{a}$ is said to dominate another feasible solution $\mathbf{b}$ if

$$f_q(\mathbf{a}) \geq f_q(\mathbf{b})$$

for all $q = 1, \ldots, Q$, and

$$f_q(\mathbf{a}) > f_q(\mathbf{b})$$

for at least one $q = 1, \ldots, Q$.

Definition 2 (Pareto Optimality): An $N$-dimensional point $\mathbf{a}$ is said to be Pareto optimal if there is no $N$-dimensional point $\mathbf{b}$ such that $\mathbf{b}$ dominates $\mathbf{a}$. Otherwise, $\mathbf{a}$ is called a dominated point.
and only if \( f_i(a) \geq f_i(b), \forall i \in \{1, \ldots, Q\} \) and there exists \( j \in \{1, \ldots, Q\} \) such that \( f_j(a) > f_j(b) \).

**Definition 2 (Pareto Optimality):** A feasible solution \( a \) is said to be Pareto optimal if and only if there exists no other feasible solution that dominates it. The set of all Pareto optimal solutions is called the **Pareto optimal set** for problem \( \mathbf{P} \) and the corresponding objectives are called the **Pareto front**.

Our MOO problem is formulated mathematically as follows, with \( 2K \) objectives corresponding to the total harvested power and total information rate of all \( K \) users, i.e., \( f_{1,k}(\mathbf{P}, \mathbf{V}) \triangleq \varepsilon_k, \forall k \) and \( f_{2,k}(\mathbf{A}, \mathbf{P}, \mathbf{V}) \triangleq R_k, \forall k:\)

\[
P_1 : \max_{\mathbf{A}, \mathbf{P}, \mathbf{V}} \left( f_{1,1}(\mathbf{P}, \mathbf{V}), \ldots, f_{1,K}(\mathbf{P}, \mathbf{V}), f_{2,1}(\mathbf{A}, \mathbf{P}, \mathbf{V}), \ldots, f_{2,K}(\mathbf{A}, \mathbf{P}, \mathbf{V}) \right)
\]

where

\[
\mathbf{A} = \left\{ \{\alpha_{n,k}\}_{n=1}^{N} \mid \alpha_{n,k} \in \{0, 1\}, \sum_{k=1}^{K} \alpha_{n,k} = 1 \right\} \quad (6)
\]

\[
\mathbf{P} = \left\{ \{p_n\}_{n=1}^{N} \mid \sum_{n=1}^{N} p_n \leq P \right\} \quad (7)
\]

\[
\mathbf{V} = \left\{ \{v_n\}_{n=1}^{N} \mid v_n \in \mathbb{R}^{M \times 1}, \|v_n\|^2 = 1 \right\}. \quad (8)
\]

Our objective is to find the Pareto optimal set for problem \( \mathbf{P}_1 \). This problem is challenging to solve since: 1) \( f_{2,k}(\mathbf{A}, \mathbf{P}, \mathbf{V}) \) is nonconvex for variables \( v_n \) due to the logarithmic-quadratic formulation, 2) the binary integer programming on \( \mathbf{A} \) is NP-hard, and 3) variables \( \alpha_{n,k}, p_n, \) and \( v_n \) cannot be solved independently due to the coupling relationships of \( f_{1,k}(\mathbf{P}, \mathbf{V}) \) and \( f_{2,k}(\mathbf{A}, \mathbf{P}, \mathbf{V}) \), \( \forall k \).

**IV. THE PROPOSED SOLUTION METHODS**

We propose two methods to find the Pareto optimal set and the corresponding Pareto front for problem \( \mathbf{P}_1 \) here, and compare them in Sec. V:

- **Semidefinite relaxation-based weighted aggregation (SDR-WA):** In this method, the MOO problem is first reformulated into an SOO problem by a linearly weighted combination of the objectives. Then, the SOO problem is solved using the SDR technique. By repeating the SDR-WA process for different weighted combinations of the objectives and solving the resulted SOO, we can obtain a result that approximates the Pareto front. The SDR-WA can be conveniently implemented when there is some \textit{a priori} information about the weights (e.g., the relative importance of each objective, or the specification of the target values). However, the obtained front may not be globally non-dominated due to the loss of optimality in the relaxation and the alternating maximization process.

- **Multi-objective genetic algorithm (MOGA):** This method finds potential solutions by optimizing all objectives simultaneously in a single iteration. In contrast to the SDR-WA method, MOGA considers a wider range of tradeoffs between objectives without the need of \textit{a priori} information and guides the search of solutions toward the Pareto optimal set. However, this method may require a large number of iterations and diversities to prevent premature convergence.

The detailed operation of the two methods is described as follows.

**A. Semidefinite Relaxation-based Weighted Aggregation (SDR-WA)**

In this method, problem \( \mathbf{P}_1 \) is first converted to an SOO problem \( \mathbf{P}_2 \) by linearly combining all objectives into one objective, i.e.,

\[
P_2 : \max_{\mathbf{A}, \mathbf{P}, \mathbf{V}} \sum_{k=1}^{K} \beta_{1,k} f_{1,k}(\mathbf{P}, \mathbf{V}) + \sum_{k=1}^{K} \beta_{2,k} f_{2,k}(\mathbf{A}, \mathbf{P}, \mathbf{V})
\]

\[
\text{s.t.} \quad \sum_{i=1}^{K} \beta_{i,k} = 1
\]

where \( \beta_{i,k} \) is the combining weight of objective \( f_{i,j} \), which may depend on some \textit{a priori} information. Note that the optimal values of \( \beta_{i,k} \) cannot be determined within the SOO process. Problem \( \mathbf{P}_2 \) over variables \( \mathbf{A}, \mathbf{P}, \) and \( \mathbf{V} \) can be solved via an alternating maximization (or alternating minimization) [20], i.e., optimizing the objective function for one variable while fixing all other variables, and then alternating the variables, as follows.

**Finding \( \mathbf{V} \):** It is observed that in problem \( \mathbf{P}_2 \), the preceding vectors \( \mathbf{V} \) can be solved independently for different subchannels with given \( \mathbf{A} \) and \( \mathbf{P} \). That is, the objective in problem \( \mathbf{P}_2 \) can be reformulated as \( \sum_{n=1}^{N} \max_{\{v_n\}_{n=1}^{N}} \sum_{k=1}^{K} \left( \beta_{1,k} \varepsilon_{n,k} + \beta_{2,k} R_{n,k} \right) \). Specifically, for some subchannel \( n \) with user allocation \( \alpha_{n,k} = 1 \) and power allocation \( p_n \), the preceding vector \( v_n \) is designed by solving

\[
\max_{v_n \in \mathbf{V}} \left( \left( \sum_{l=1}^{K} \beta_{1,l} \rho_l p_n \|H_{n,l} v_n\|^2 \right) + \beta_{2,k} \log \left( 1 + \left(1 - \rho_k \right) \frac{p_n}{\sigma_n^2} \|H_{n,k} v_n\|^2 \right) \right). \quad (9)
\]

The problem in (9) is an NP-hard problem due to the nonconvexity of the second term in the objective. Thus, we resort to the semidefinite relaxation (SDR) technique [21] by converting the problem into a convex semidefinite programming problem through the relaxation of the quadratic form. Let \( \mathbf{V} = v_n v_n^\top \). Then, the problem in (9) is reformulated into the following convex problem:

\[
P_3 : \lambda_{n,k} \triangleq \max_{\mathbf{V}} \text{tr} (C_1 \mathbf{V}) + \beta_{2,k} \log \left( 1 + \text{tr} (C_2 \mathbf{V}) \right)
\]

\[
\text{s.t.} \quad \text{tr}(\mathbf{V}) \leq 1
\]

\[
\mathbf{V} \succeq 0
\]

where \( \lambda_{n,k} \) is defined as the optimal solution of problem \( \mathbf{P}_3 \), \( C_1 = \sum_{l=1}^{K} \beta_{1,l} \rho_l p_n H_{n,l}^\top H_{n,l} \), and \( C_2 = \).
\((1 - \rho_n) p_n H_{n,k} H_{n,k}\). Problem \(P_3\) can be solved using developed techniques such as the interior-point method [22] or the Lagrangian method [23].

Finding \(A\): By repeatedly assigning subchannel \(n\) \((n = 1, \ldots, N)\) to different users, we have \(\lambda_{n,1}, \ldots, \lambda_{n,k}\) after solving problem \(P_3\). In order to maximize the objective in problem \(P_2\), the subchannel \(n\) should be assigned to user \(k^*\) where \(k^* = \arg \max_k \lambda_{n,k}\), which gives \(\alpha_{n,k^*} = 1\) and \(\alpha_{n,k} = 0, \forall k \neq k^*\).

Finding \(P\): With given \(V\) and \(A\), the optimal power allocation for each subchannel that maximizes the objective in problem \(P_2\) is the solution to the following problem: \(\max_p \sum_{n=1}^{N} \sum_{k=1}^{K} (\beta_{1,k} \epsilon_{n,k} + \beta_{2,k} \alpha_{n,k} R_{n,k})\), which is jointly concave in the powers \((p_n)\) and can be solved using Lagrangian methods. Consider the Lagrangian

\[
\mathcal{L}(\lambda, p_1, \ldots, p_N) = \sum_{n=1}^{N} \left( p_n (c_n - \mu) + \sum_{k=1}^{K} \beta_{2,k} \alpha_{n,k} \log (1 + p_n \Delta_{n,k}) \right)
\]

where \(\mu\) is the Lagrange multiplier, \(\Delta_{n,k} = 1 - \frac{\sigma^2}{\lambda_{n,k}} \|H_{n,k} v_n\|^2\), and \(c_n = \sum_{k=1}^{K} \beta_{1,k} \rho_k \|H_{n,k} v_n\|^2\). By using the Karush-Kuhn-Tucker (KKT) condition for the optimality of \(p_n\), i.e., \(\frac{\partial \mathcal{L}}{\partial p_n} = 0\) if \(p_n > 0\) and \(\frac{\partial \mathcal{L}}{\partial p_n} \leq 0\) if \(p_n = 0\), the power allocation for subchannel \(n\) can be expressed as

\[
p_n = \sum_{k=1}^{K} \alpha_{n,k} \left( \frac{\beta_{2,k}}{(\mu - c_n) \ln 2} - \frac{1}{\Delta_{n,k}} \right)^+
\]

with the Lagrange multiplier \(\mu\) chosen such that the power constraint is met, i.e., \(\sum_{n=1}^{N} p_n = P\).

The procedure of SDR-WA is summarized in Algorithm 1.

---

**Algorithm 1: SDR-WA with Given \(\{\beta_{i,j}\}_{i,j}\)**

1. Initialize \(p_n = P/N, \forall n\).
2. Solve problem \(P_3\) to find \(\lambda_{n,k}\) and corresponding \(v_{n,k}\), \(\forall n, k\), where \(v_{n,k} v_{n,k}^\top = V\).
3. For \(n = 1 : N\) do
4.  \(k^* = \arg \max_k \lambda_{n,k}\)
5.  \(\alpha_{n,k^*} = 1\) and \(\alpha_{n,k} = 0, \forall k \neq k^*\).
6. \(v_n = v_{n,k^*}\).
7. End
8. Find \(p_n\) from (11), \(\forall n\).
9. Repeat Steps 2–8 until convergence, i.e., \(\|A_i - A_{i-1}\| \leq \zeta\), where \(A_i = \sum_{n=1}^{N} \sum_{k=1}^{K} \alpha_{n,k} \lambda_{n,k}\) is the objective value of problem \(P_2\) in the \(i\)-th iteration and \(\zeta\) is a threshold based on the accuracy tolerance.

---

**B. Multi-Objective Genetic Algorithm (MOGA)**

MOGA emulates the biological evolution process, where a population of chromosomes (or individuals) representing different solutions of MOO is repeatedly evolving and screened toward the Pareto optimal set [16]. MOGA is comprised of six stages, i.e., initialization, evolution, proliferation, mutation, evaluation, and selection. The design procedure is described as follows and summarized in Algorithm 2.

**Initialization**: A population \(\Omega = \{\mathcal{W}_1, \ldots, \mathcal{W}_W\}\) is generated from chromosomes \(\mathcal{W}_w \in \Omega, w = 1, \ldots, W\). Each chromosome represents a candidate solution set of the precoding vectors \((V)\) and power allocations \((P)\) to problem \(P_1\). A chromosome \(\mathcal{W}_w\) contains \(N\) gene-groups which represent the precoding vectors (with power scaling) for \(N\) subchannels, i.e., \(\{w_{w,1}, \ldots, w_{w,N}\} \in \mathcal{W}_w\) where \(w_{w,n}\) is a candidate solution of \(\sqrt{p_n} v_n\). Each gene-group contains \(M\) genes, where \(M\) is the dimension of \(w_{w,n}\). Here, \(\sqrt{p_n} v_n\) is randomly generated following the constraints (7) and (8).

**Evolution and proliferation**: The (parent) chromosomes in the population will generate child chromosomes in the evolution and proliferation processes. The evolution process designs the precoding vectors by rotating the vector \(w_{w,n}\) in the \(M\)-dimensional space, while the proliferation process designs power allocation by altering \(\|w_{w,n}\|^2\) under the constraint \(\sum_{n=1}^{N} |w_{w,n}|^2 \leq P\). In the evolution stage, first, for the \(m\)-th \((m = 1, \ldots, M)\) gene of the \(n\)-th \((n = 1, \ldots, N)\) gene-group from a parent-chromosome \(\mathcal{W}_w \in \Omega\), we define the evolution probability \(\varphi[c]^{w}_{w,n,m}\) and randomly generate a value from the interval \([0, 1]\). I f the generated value is smaller than \(\varphi[c]^{w}_{w,n,m}\), then the \(m\)-th gene (and all genes in the \(n\)-th gene group) will go through the procedure of evolution; otherwise, the gene (or genes) will remain unchanged. Specifically, for the \(m\)-th gene of the \(n\)-th gene-group, we rotate the vector \(w_{w,n}\) toward the \(m\)-th axis in the \(M\)-dimensional space by an angle of \(\theta\) or \(-\theta\). The angles \(\theta\) and \(-\theta\) are selected equiprobably. If \(\theta\) is selected, then after evolution the \(n\)-th gene-group is given by

\[
w_i^{[w]} = r_1(\theta) a_m + r_2(\theta) w_{w,n}
\]

where

\[
r_1(\theta) = \sqrt{\frac{\|w_{w,n}\|^2}{\|w_{w,n}\|^2 - (a_m w_{w,n})^2}}
\]

\[
r_2(\theta) = \cos \theta - \frac{\sin^2 \theta}{\|w_{w,n}\|^2 - (a_m w_{w,n})^2} a_m w_{w,n}
\]

\[
a_m = \begin{bmatrix} 0, \ldots, 0, |w_{w,n}|, 0, \ldots, 0 \end{bmatrix}^\top.
\]

Note that (13) and (14) are derived by solving the following two equations: 1) \(r_1(\theta) a_m + r_2(\theta) w_{w,n} = w_{w,n}\), and 2) \(\|w_{w,n}\|^2 \cos \theta = (r_1(\theta) a_m + r_2(\theta) w_{w,n})^\top w_{w,n}\). If \(-\theta\) is selected, the evolved gene-group can be expressed similarly by replacing \(\theta\) with \(-\theta\).

In the proliferation stage, the power allocation for the \(N\) subchannels is determined. With the power constraint (7), the \(n\)-th \((n = 1, \ldots, N)\) gene-group of the \(l\)-th \((l = 1, \ldots, N)\) child-chromosome generated from the \(w\)-th \((w = 1, \ldots, W)\) parent-chromosome can be expressed as

\[
w_i^{[w]} = P_i^{[w,l,n]} w_i^{[w]} / \|w_i^{[w]}\|
\]
where $p_{w,l,n}^{[m]} = \min \left\{ \| w_{w,l}^{[n]} \| + q, P \right\}$ for $l = n$ and $p_{w,l,n}^{[m]} = \max \left\{ \| w_{w,l}^{[n]} \| - q, 0 \right\}$ for $l \neq n$, with $q$ and $\bar{q}$ being the power adjustment factor. Note that $\bar{q}$ is chosen with a given $q$ such that the power constraint $\sum_{n=1}^{N} p_{w,l,n}^{[m]} = P$ is met.

We denote $V_{W}^{[p]} = \left\{ v_{w,j,l}^{[p]}, v_{w,j,l,1}, \ldots, v_{w,j,l,N} \right\}$ as the $l$-th child-chromosome generated from the $w$-th parent-chromosome, and $\Omega[l] = \left\{ V_{W}^{[1]}, \ldots, V_{W}^{[K]}, \ldots, V_{W}^{[m]} \right\}$ as the population of all child-chromosomes after proliferation.

**Mutation:** The mutation process contributes to the increase in variation and diversity of the population to prevent premature convergence. For each gene-group in a child-chromosome, e.g., $w_{w,l,n}^{[p]} \in V_{W}^{[p]}$, we set a mutation probability $\varphi_{w,l,n}^{[m]}$ to determine whether the genes require an irregular/tremendous change. The mutation probability is generally set much lower than the evolution probability. We denote the set of the updated child-chromosomes after mutation as $\Omega[l] = \left\{ V_{W}^{[1]}, \ldots, V_{W}^{[K]}, \ldots, V_{W}^{[m]} \right\}$.

**Evaluation:** The evaluation process differentiates good chromosomes from bad chromosomes such that the population will evolve toward the Pareto optimal. The evaluation of chromosomes is based on the **dominate-level** of the chromosomes. We say that chromosome $V_{j}$ has a higher dominate-level than chromosome $V_{i}$ if chromosome $V_{j}$ dominates chromosome $V_{i}$ [24]. Chromosomes having the same dominate-level do not dominate each other. For a chromosome, we find $R_{\alpha,k} (n = 1, \ldots, N$ and $k = 1, \ldots, K)$ and $\bar{e}_{\alpha,k}$ from (2) and (4), respectively. The variables $\alpha$ can be determined by assigning the channels to the users who will gain the most data rate, i.e., $\alpha_{n,k} = 1$ for which $k^* = \arg \max_{k} R_{\alpha,k}, \forall n$, and otherwise $\alpha_{n,k} = 0$. Then, the objectives $f_{1,k}(P, V)$ and $f_{2,k}(A, P, V), \forall k$ corresponding to this chromosome are obtained. By comparing the objectives corresponding to the $W(N + 1)$ chromosomes in $\Omega \cup \Omega[l]$, we determine the dominate-levels of these chromosomes.

**Selection:** The selection process selects $W$ chromosomes with the largest dominate-levels from $\Omega \cup \Omega[l]$ to produce the next generation. We denote the set of the selected chromosomes by $\Omega[s]$. Then, update the population by $\Omega = \Omega[s]$.

Note that a genetic algorithm is usually said to converge when there is no significant improvement in the values of fitness of the population from one generation to the next [17]. In the proposed MOGA, a non-dominated chromosome persists for generations until it is dominated by other child chromosomes. Thus, with the growth of the number of iterations, the number of the non-dominated chromosomes with the largest dominate-level in a population will increase and the objectives corresponding to these non-dominated chromosomes will gradually approach to the Pareto front. Consequently, we will find a population with no child chromosome that dominates all of its parent chromosomes, in which case the MOGA converges.

---

**Algorithm 2: MOGA**

1. **Initialization:** Initialize a population $\Omega$.
2. **Evolution:** Evolve the genes in $\Omega$ according to (12).
3. **Proliferation:** Generate $N$ child-chromosomes from each parent-chromosome according to (16). The generated $W/N$ child-chromosomes form a new population $\Omega[l]$.
4. **Mutation:** Mutate the genes in $\Omega[l]$ to yield a new population $\Omega[l]$.2
5. **Evaluation:** Determine the dominate-level for each chromosome in $\Omega \cup \Omega[l]$.2
6. **Selection:** Select $W$ chromosomes with the largest dominate-levels from $\Omega \cup \Omega[l]$ to yield a new population $\Omega[s]$. Let $\Omega = \Omega[s]$.
7. Repeat Steps 2–6 until convergence, i.e., all solutions in the $(i-1)$-th iteration are non-dominated by the solutions in the $i$-th iteration, where $i > 1$ is an integer.

---

**V. SIMULATION RESULTS AND DISCUSSION**

Here, we show the numerical verification of SDR-WA and MOGA for solving an MOO problem with the objectives of maximizing the sum harvested power and the sum information rate. The bandwidth is assumed to be 1 Hz, which is uniformly divided into $N$ subchannels. The transmit power constraint is $P = 1$ mW (0 dBm). The path loss between the transmitter and each user is assumed to be $-100$ dB, i.e., $\sigma_h^2 = 10^{-10}$, and the noise variance is $\sigma_z^2 = 10^{-11.2}$ mW ($-112$ dBm/Hz).

**A. Convergence of the Proposed Algorithms**

Fig. 2(a) and Fig. 2(b) show the convergence of SDR-WA and MOGA, respectively, with $N = 10$, $K$ = 4, and $M = 4$. In Fig. 2(a), different points are obtained by varying $\beta$ (where $\beta_{1,k} = \beta$ and $\beta_{2,k} = 1 - \beta$, $\forall K \in \{1, \ldots, K\}$), under various numbers of iterations. As can be seen, more iterations push the non-dominated front a little further, with however diminishing returns as the number of iterations increases. Our experiments show that convergence is typically achieved in only few iterations (less than 5).

We set the configurations in MOGA as $(W, \theta, q) = (100, 10, 0.01)$, $\varphi_{w,n,m}^{[m]} = 0.2, \forall w, n, m$, and $\varphi_{w,l,n}^{[m]} = 0.05, \forall w, l, n$. Fig. 2(b) shows the objectives corresponding to all (parent) chromosomes in the population after 1, 10, and 1000 iterations. It is observed that initially the objective values are widely distributed in the lower left corner of the figure, and after several iterations the objective values gradually converge toward a greater non-dominated front. With 10 and 100 iterations, the objective values are more concentrated; however, the Pareto dominance among these objective values has wide disparity, i.e., chromosomes occupy numerous dominate-levels. As shown in Fig. 2(b), the search in the beginning is guided by the minority of non-dominated

---

1In this work, we update the mutated gene-group by a random vector under the constraint $\| w_{w,l,n}^{[m]} \|^2 = p_{w,l,n}^{[m]}$, where $w_{w,l,n}^{[m]}$ denotes the gene-group after mutation.

2Note that our numerical verification focuses on a bi-objective simplification of problem $P_1$ with objectives $\sum_{k=1}^{K} f_{1,k}$ and $\sum_{k=1}^{K} f_{2,k}$ merely for convenience of illustration.
solutions such that all candidate solutions are close to each other. After 1000 iterations, there is almost no single child chromosome that dominates all other parent chromosomes. Thus, the objective values are distributed more widely, with most chromosomes mutually non-dominated with each other.

B. Tradeoff between Information Rate and Harvested Power

Fig. 3 compares the tradeoffs of the sum information rate vs. the sum harvested power for SDR-WA (10 iterations) and MOGA (1000 iterations). For the same system configuration, MOGA slightly outperforms SDR-WA, with increasing advantages as $K$, $M$, or $N$ increases. Increasing $K$ results in a greater sum harvested power for the same sum information rate, as shown in Fig. 3(a), because there are more users who could harvest power from the environment. Increasing $N$ results in a greater sum harvested power, as can be seen from (5) and verified in Fig. 3(b). Theoretically, increasing either $K$ or $N$ will also lead to a higher sum information rate due to the diversity gain. This can be exemplified by comparing sufficiently different values of $K$ or $N$ and is not particularly illustrated in Fig. 3. Increasing $M$ slightly however leads to noticeable increases in both the sum harvest power and sum information rate, as shown in Fig. 3(b). This is due to the better beamforming capability at the transmitter with more antennas.

Verifying that a genetic algorithm has converged to a global optimum for an NP-hard problem is still an open issue, unless a solution in the Pareto optimal set is already known. The SDR technique has been shown to provide a good approximation to the global optimum [21]. Fig. 3 shows that SDR-WA and MOGA converge to solutions that are very close, suggesting that the solutions yielded by MOGA are also close to the optimal solution.

C. Comparison of Complexity

Here, we analyze the complexity of the proposed SDR-WA and MOGA algorithms. Given the information about the weights of all objectives, the SDR-WA can find a solution in only few iterations. The computational complexity of SDR-WA in each iteration is dominated by the process of finding the Lagrange multiplier $\mu$ in (11), which is given by $O(N \log_2 \Upsilon)$, where $\Upsilon$ is the number of equal-partitions of the searching interval of Lagrangian multiplier $\mu$, with the partition based on the accuracy tolerance [25, Chapter 2]. SDR-WA may require additional computations for searching the combining weights of objectives. As compared to SDR-WA, MOGA can simultaneously produce $W$ solutions selected from a set of $W N$ candidate solutions in each iteration, where the computational complexity is given by $O(W N)$. Since $\log_2 \Upsilon \gg W$ in general, MOGA has lower complexity than SDR-WA in each iteration. However, to solve the MOO problem $P_1$, MOGA requires more iterations to achieve convergence. While a comprehensive comparison may be difficult, our experiments show that SDR-WA has a lower computational complexity (in terms of simulation run time) than MOGA when the number of objectives in the considered MOO problem is small, as in all cases of configurations in Fig. 3.

VI. CONCLUSION

This work formulates the resource allocation problem for SWIPT in a downlink multiuser OFDMA system as an MOO problem with $2K$ conflicting objectives, i.e., maximizing the information rate and the harvested power for $K$ users. Solving the MOO problem presents a joint design of subchannel allocation, power allocation, and beamforming, which is difficult due to nonconvexity. Two methods, SDR-WA and MOGA, are proposed to solve the MOO problem. The SDR-WA method is efficient when there is prior information about the objectives, while the MOGA method may achieve a better result if a sufficient number of iterations takes place. Simulation shows the convergence and validity of both proposed methods. The obtained achievable Pareto optimal solution set illustrates the tradeoffs of the sum information rate vs. the sum harvested power in the considered system. The harvested power, in the
order of $10^{-10}$ mW/Hz, can be nontrivial to address the energy shortage problem in future millimeter wave communications with broad bandwidth.
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