Temporal Alignment for Deep Neural Networks
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Abstract—Alternative features were derived from extracted temporal envelope bank (TBANK). These simplified temporal representations were investigated in alignment procedures to generate frame-level training labels for deep neural networks (DNNs). TBANK features improved temporal alignments both for supervised training and for context dependent tree building.
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I. INTRODUCTION

Time alignment presents the great problem for neural network (NN) based systems, since connectionist learning procedures are typically defined in terms of static pattern classification tasks [1]. The output units in the linear output layer represent the targets of classification [2]. A neural network is trained using a state alignment that provides a label for each frame in the training set [3]. They use hidden Markov model (HMM) technology to find the optimal time alignment based upon the output of the connectionist component of the system [4]. The most current implementation of this approach is based on the deep neural network (DNN), or neural networks with many layers using back-propagation learning [2]. In the embedded Viterbi training procedure, the training label of the samples are determined using forced alignment [5]. Using a better alignment to generate training labels for the DNN can improve the accuracy [6]. It was also confirmed that the lower the error rate of the system used during forced alignment to generate frame-level training labels for the neural net, the lower the error rate of the final neural-net-based system [7]. Furthermore, the poorly matched alignment has a negative impact on the resulting system accuracy [8].

For the highly non-convex optimization problem of DNN learning, it is obvious that better parameter initialization techniques will lead to better models since optimization starts from these initial models [2]. Without translation invariance, a neural net requires precise segmentation to align the input pattern properly [9]. The insertion and deletion errors are due to imperfect segmentation, and the substitution errors are due to imperfect classification [10]. The learning procedure should not require precise temporal alignment of the labels that are to be learned [9]. Target label data are always available in direct or indirect forms for such supervised learning [2]. The targets are obtained by using a baseline gaussian mixture model (GMM)-HMM system to produce a forced alignment [7]. These DNN models thus have implicit dependency on the original GMM used, as well as the features and context window size of that model [3]. Tuning the probabilities again only marginally improves the performance [6]. Therefore, the plan is to investigate alternative features, and the impact of iteratively realigning with larger, state-of-the art models from flat start context independent alignments [3].

Alternative features [11] were derived from extracted temporal envelope bank (TBANK) to determine whether HMM models generated from band envelope [12] could be used to align the training data to create labels for training the DNN-HMM. Intuitively, if the labels are generated from a more accurate model the trained DNN should perform better [5]. Previously, raw TBANK features were constructed with a 25-ms Hamming window shifted with 10-ms steps to evaluate the structure of the amplitude envelope (such as its rate of onset, or rise time, and to the depth of amplitude modulation) [11]. The envelopes of the bandpass outputs are formed by rectification and lowpass filtering [12]. The envelopes derived from each band was used to modulate white noise [13], as shown in Figure 1.

One problem in speech recognition is the problem of time [14]. To take into account the time distortions that may appear within its boundaries, a word is generally modeled by a sequence of states that can have variable time durations [1]. The HMM, based on dynamic programming operations, is a convenient tool to help port the strength of a static classifier to handle dynamic or sequential patterns [2]. The models are generally first trained using fixed alignments as targets (acoustic frames with the corresponding HMM state labels) [15]. Since the context dependent (CD)-DNN-HMM shares the phoneme tying structure and the HMM with the GMM-HMM system, the first step in the CD-DNN-HMM training is to train a GMM-HMM system using the training data [5]. After pre-training the DNN is fine-tuned using back-propagation with state labels obtained through forced alignment by maximum likelihood trained GMM-HMM models [16]. Since a GMM-HMM baseline creates the initial training labels for the DNN, it is important to have a good baseline system [7]. The decision tree used to cluster tri-phone states is also built using the GMM-HMM [5]. These alignments are often obtained from the forced-alignment of the supervised transcript with the acoustic frames using a GMM-HMM and can be further refined by realigning with a fully trained neural network and then by retraining the network with the new target alignments [15].


Figure 1: Temporal alignment for supervised training of DNN.
II. Flat Start Procedure

In order to build a set of HMMs, a set of speech data files and their associated transcriptions are required [17]. Initially such a state sequence has no timing information and we do not know which parts of the acoustic signal correspond to which states in the state sequence [3]. When no bootstrap data is available, a so-called flat start can be used [17]. This flat start procedure implies that during the first cycle of embedded re-estimation, each training utterance will be uniformly segmented [17]. It reads in a prototype HMM definition and some training data and outputs a new definition in which every mean and covariance is equal to the global speech mean and covariance [17], as shown in Figure 2.

![Figure 2: Initialization with uniform segmentation of data.](image)

With the constraint of the state sequence for each utterance, such a model can generate a crude alignment which is sufficiently accurate for the EM algorithm to build upon, eventually producing an accurate speech recognition system [3]. The hope then is that enough of the phone models align with actual realizations of that phone so that on the second and subsequent iterations, the models align as intended [17].

III. Temporal Structure of HMM

In the traditional formulation of the HMM, individual states are assumed to be stationary stochastic sequences [18]. In each state there is no temporal information, and the path randomly moves around the mean, then exits on to the next state, arriving anywhere in the next state space [19]. This implies that within each state the speech vectors are associated with identical probability density functions which have the same mean and covariance [19], as shown in Figure 3.

![Figure 3: Transition through the HMM feature space.](image)

IV. Frame Independence Assumption

Neighboring frames are highly correlated because of large overlaps in speech analysis windows [16]. Standard HMMs, based on the state-conditioned independent and identically distributed assumption, are known to be weak in capturing such correlations [20]. As time progresses the trajectory passes smoothly through the model [19], exiting each state near to the boundary of the next state. The strength of data correlations in the HMM source decays exponentially with time due to the Markov property, while the dependence among speech events does not follow such a fast and regular attenuation [20].

The actual features or abstractions learned by the network should be invariant under translation in time [9]. The message content must be retrieved from speech in a wide variety of listening conditions, including different talkers, environments, and amounts of distortions [13]. It is obvious that by including a long window of frames, the DNN model can exploit information in the neighboring frames [5]. Training the neural network to predict a distribution over senones causes more bits of information to be present in the neural network training labels [6]. Good models should provide correlation structures rich enough to accommodate the context dependence and other types of temporal dependence in speech data [20].

V. Experiments

A series of of experiments was performed on Aurora-4 [21], a medium vocabulary task based on the Wall Street Journal (WSJ0) corpus. The experiments were performed with the 16 kHz clean training set consisting of 7137 utterances from 83 speakers. The evaluation set was Test Set 1 (clean data), derived from WSJ0 5k-word closed vocabulary test set which consists of 330 utterances from 8 speakers.

The baseline GMM-HMM system consisted of context-dependent HMMs with 2032 senones and 16 Gaussians per state trained using maximum likelihood estimation. The input features were 13-dimensional mel frequency cepstral coefficient (MFCC) features and cepstral mean subtraction was performed. The 13-dimensional MFCC features were spliced in time taking a context size of 7 frames, followed by decorrelation and dimensionality reduction to 40 using Linear Discriminant Analysis (LDA) [22]. The resulting features were further de-correlated using maximum likelihood linear transform (MLLT). These models were also used to align the training data to create senone labels for training the DNN-HMM system. Decoding was performed with the WSJ0 trigram language model.

DNNs were all trained and tested using 40-dimensional log mel filterbank (Fbank) features. Utterance-level mean and variance normalization was performed. The input layer was formed from a context window of 11 frames creating an input layer of 440 visible units for the network. DNNs had 5 hidden layers with 2048 hidden units in each layer and the final softmax output layer had 2032 units, corresponding to the senones of the HMM-system. The networks were initialized using layer-by-layer generative pre-training and then discriminatively trained using twenty-five iterations of back propagation. A learning rate of 0.16 was used for the first 15 epochs and 0.004 for the remaining 10 epochs, with a momentum of 0.9. Back propagation was done using stochastic gradient descent in mini batches of 512 training examples.
VI. SIMPLIFIED REPRESENTATION

The MFCCs do not contain all spectral information in the speech signal [23]. One of the major problems with the cepstral features are that they are very sensitive to additive noise distortions [24]. The spectral information thus extracted may sometimes be degraded or reduced by certain inevitable factors like the limited bandwidth of a transmission channel or by the background noise [23]. Including some temporal information into the speech feature can lessen the effect of this assumption that speech is a stationary independent process, and can be used to improve recognition performance [19].

Work on prosthetic electrical stimulation of the auditory system by cochlear implants has re-focused attention on amplitude and temporal cues, which are the principal cues transmitted by these prostheses [13]. The presented results demonstrated that a simplified representation of speech is able to support relatively high levels of open-set recognition [12].

The FAME strategy [25], which proposes to extract the short varying FM components and integrates them in the cochlear implant, helps in reducing the F0 distortion in the short varying AM+FM spectrally reduced speech, compared to the AM-only spectrally reduced speech [26]. In the AM+FM condition, the FM is smoothed in terms of both rate and depth and then modulated by the AM [25]. The AM+FM stimuli were obtained by additionally frequency modulating each band’s center frequency before amplitude modulation and subband summation, as shown in Figure 4. The modulation in speech, especially the FM, is expected to carry speaker-specific information [26]. The F0 normalized mean-square error (NMSE) analysis [26] performed on the cochlear implant-like spectrally reduced speech is a qualitative evidence supporting the speaker recognition subjective tests performed in [25].

The “slow” FM used here tracks gradual changes around a fixed frequency in the subband [25]. Here, we are not suggesting to replace the cepstral features (which have been a great success in the past) by the new features [24]. FM components support human speech recognition but make no significant improvement in ASR above a certain spectral resolution (8 subbands) [23]. Instead we want the new features to be used along with the cepstral features [24]. The coding efficiency can be improved, particularly for high-frequency bands, because the required sampling rate would be much lower to encode intensity and frequency changes with several hundred Hertz bandwidths than to encode, for example, a high-frequency subband at 5,000 Hz [25]. If this increases the dimensionality of the feature space, LDA may be used for dimensionality reduction [24].

VII. RESULTS

Table 1 shows word error rate (WER%) for GMM-HMMs when trained and tested on alternative TBANK features. The context dependency trees is constructed using an alignment generated with a GMM-HMM [3]. These models were then used to align the training data to create senone labels for training the DNN. Table 1 shows DNNs give fewer errors if trained and tested on Fbank features after temporal alignment.

Table 1: Combining temporal feature representation at mid- and high-frequency regions during state-level alignment.

<table>
<thead>
<tr>
<th>Tree-building Features</th>
<th>WER% (GMM)</th>
<th>WER% (DNN)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MFCC</td>
<td>5.08</td>
<td>2.88</td>
</tr>
<tr>
<td>+FAME (high)</td>
<td>4.76</td>
<td>2.45</td>
</tr>
<tr>
<td>+FAME (mid)</td>
<td>4.82</td>
<td>2.52</td>
</tr>
<tr>
<td>+FAME (mid+high)</td>
<td>4.67</td>
<td>2.54</td>
</tr>
</tbody>
</table>

Table 1 shows using a better alignment to generate training labels for the DNN improved the accuracy. Furthermore, the poorly matched alignment had a negative impact on the resulting system accuracy. Compared to previous [11] results (Fig. 1), higher accuracy was achieved in a balanced database [20] and by using FM (Fig. 4) while performing LDA+MLLT instead of using first and second-order derivatives.

The basic idea is to use the forced alignment to obtain frame-level senone labels for training the DNN and to borrow the triphone tying structure and transition probabilities from the CD-GMM-HMMs [27]. Three factors, in addition to the use of the DNN, contribute to the success: the use of tied triphones as the DNN modeling units, the use of the best available triphone GMM-HMM to generate the triphone state alignment, and the effective exploitation of a long window of input features [2]. Any improvements in modeling units that are incorporated into the CD-GMM-HMM baseline system, such as cross-word triphone models, will be accessible to the DNN through the use of the shared training labels [6].

Figure 4: Frequency amplitude modulation encoding (FAME).
The most obvious conclusion from the results is that including temporal information into the speech feature improves recognition performance [19]. The network should have the ability to represent relationships between events in time [9]. Since the DNN training labels are generated from the GMM-HMM system and the label quality can affect the performance of the DNN system, it is important to train a good GMM-HMM system as the seed model [5]. From the computational economy viewpoint, fixed time alignment is by far superior to adaptive time alignment [29]. Some preprocessing is required to segment the part of the utterance on which the NN is going to focus its discriminant attention; therefore, this approach is difficult to extend to continuous speech [1]. Much higher variances are observable in the Gaussian distribution associated with the GMM states near the phoneme boundaries than with those near the center [30]. Performance of DNN is significantly improved when using a longer (5+1+5) context window [16]. Contrary to common sense, however, by including neighboring frames the DNN also models correlations between frames of features and thus partially alleviates the violation to the observation independence assumption made in HMMs [5].

X. DISCUSSION

It is expected that the performance gap between acoustic models that use DNNs and ones that use GMMs will continue to increase for some time [7]. However, increasing the fine-tuning (labeled) data is much more important than increasing the pre-training (unlabeled) data [27]. Therefore, the presented temporal alignment results reveal the self-contradictory nature of performance gap expectations [7] when one of three factors that contribute to the success is the use of the best available triphone GMM-HMM to generate the senone alignment [27].

While DNNs have become the dominant acoustic model for speech recognition systems, they are still dependent on GMMs for alignments both for supervised training and for context dependent tree building [3]. By building the CD trees on an alignment from a DNN and using features better suited to a DNN, it was shown that such GMM-free training [3] can result in better models than when using conventional, GMM-based flat starting and CD tree building. The advantage of this approach is that the state inventory is matched to the DNN model as opposed to the state inventory from the GMM which is mismatched in terms of the features and model family used to design it [8].

XI. CONCLUSIONS

Time alignment presents the greatest problem for DNN based systems defined in terms of static pattern classification tasks. Alternative features were introduced for the investigation of the impact of iteratively realigning with larger, state-of-the art models from flat start context independent alignments. Future work will address combining TBANK features as DNN input.
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