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Abstract—Objective: This study focuses on the first (S1) and second (S2) heart sound recognition based only on acoustic characteristics; the assumptions of the individual durations of S1 and S2 and time intervals of S1–S2 and S2–S1 are not involved in the recognition process. The main objective is to investigate whether reliable S1 and S2 recognition performance can still be attained under situations where the duration and interval information might not be accessible. Methods: A deep neural network (DNN) method is proposed for recognizing S1 and S2 heart sounds. In the proposed method, heart sound signals are first converted into a sequence of Mel-frequency cepstrum coefficients (MFCCs). The K-means algorithm is applied to cluster MFCC features into two groups to refine their representation and discriminative capability. The refined features are then fed to a DNN classifier to perform S1 and S2 recognition. We conducted experiments using actual heart sound signals recorded using an electronic stethoscope. Precision, recall, F-measure, and accuracy are used as the evaluation metrics. Results: The proposed DNN-based method can achieve high precision, recall, and F-measure scores with more than 91% accuracy rate. Conclusion: The DNN classifier provides higher evaluation scores compared with other well-known pattern classification methods. Significance: The proposed DNN-based method can achieve reliable S1 and S2 recognition performance based on acoustic characteristics without using an ECG reference or incorporating the assumptions of the individual durations of S1 and S2 and time intervals of S1–S2 and S2–S1.

Index Terms—Heart sound recognition, deep neural networks, acoustic fingerprinting, S1 and S2 recognition

Copyright (c) 2013 IEEE. Personal use of this material is permitted. However, permission to use this material for any other purposes must be obtained from the IEEE by sending a request to pubs-permissions@ieee.org.

I. INTRODUCTION

Cardiac auscultation is a conventional physical examination for evaluating cardiac function and activities. Audible heart sounds are generated by cardiac valves snapping shut or by turbulent flows. In healthy adults, two normal heart sounds occur in sequence in a cardiac cycle. The pitch and occurrence time of heart sounds follow certain patterns. The first heart sound (S1) occurs at the start of the ventricular systole phase, which results from closing the mitral and tricuspid valves (collectively known as the atrioventricular valves). The second heart sound (S2) occurs at the start of the ventricular diastole phase, which results from closing the aortic and pulmonic valves. S1 is a low-pitch sound with longer duration, whereas S2 is a high-pitch sound with shorter duration. In normal situations, the S1–S2 interval (systole) is shorter than the S2–S1 interval (diastole).

Numerous heart diseases can be diagnosed effectively through auscultation [1]. In some fatal heart diseases, such as acute valvular dysfunction, cardiac auscultation has been confirmed to be successful, reliable, and inexpensive for early diagnosis. However, auscultation with a stethoscope has low diagnostic sensitivity and accuracy in imperfect acoustic environments, and the accuracy of cardiac auscultation is doctor and experience-dependent [2]. Moreover, some diseases demonstrate special occurrence patterns. Thus, how to automatically detect and accurately evaluate the occurrence time of S1 and S2 has become a crucial task. This task can effectively help doctors diagnose the occurrence of diseases [3].

Phonography (PCG) is a method for recording heart sounds by collecting mechanical vibrations generated from heart beats or turbulent flows with a stethoscope on various parts over the chest wall; in this process, recorded heart sounds are presented graphically [4]. PCG could provide quantitative and qualitative information of heart sounds and murmurs. Studies on heart sound detection can be divided into two categories: ECG signal-dependent and ECG signal-independent. ECG signal-dependent studies include ECG-based instantaneous energy detections [5] and R wave and T wave detection [6], [7]. In actual clinical cases, however, simultaneously and synchronously recording and analyzing ECG and PCG measurements is not always practical. Thus, ECG signal-independent (using only PCG) has become an important research topic. Previous ECG signal-independent studies used signal processing (e.g., normalized average Shannon energy [8], high-frequency-based methods [9]), and statistical modeling approaches (e.g., neural network (NN) classifiers [10] and decision trees [11]). In addition, some approaches have proposed incorporating the assumptions of S1–S2 and S2–S1 intervals to further improve classification performance [12], [13]. Although using interval
regularity can improve performance in normal situations, these approaches might not be applicable for patients with arrhythmia.

This paper proposes a novel acoustic fingerprinting-based detection framework that applies only supervised classifiers for recognizing S1 and S2. Mel-frequency cepstral coefficients (MFCC) [14], typically used for classifying acoustic incidents, are applied for feature extraction. Subsequently, the K-means algorithm [15] is used to divide one heart sound fragment into two groups. A center feature vector is formed for each of the two groups, and these two feature vectors are concatenated to form a super-vector. Finally, the super-vector is fed into a deep NN (DNN) classifier [16]–[20] in order to classify S1 and S2. To demonstrate the effectiveness of DNN for S1 and S2 recognition, we compare it with other well-known classifiers, namely K-nearest neighbor (KNN) [21], Gaussian mixture model (GMM) [22], logistic regression (LR) [23], and support vector machine (SVM) [24]. The experiment results indicate that the proposed DNN classifier exhibits higher precision, recall, F-measure, and accuracy in recognizing S1 and S2 compared with existing methods.

The rest of this paper is organized as follows. Section II presents related works and the overall architecture for the proposed S1 and S2 recognition system. Sections III and IV correspondingly introduce the feature extraction and DNN classifier used in the proposed system. Section V presents the experiment procedures, including an introduction to the experiment data set, experiment setup, and evaluations of precision, recall, F-measure, and accuracy. Finally, section VI presents the conclusion of this study.

II. RELATED WORKS AND PROPOSED S1 AND S2 RECOGNITION SYSTEM

This section first presents related works on heart sound recognition and discusses the major advantages of the proposed system. Then, we introduce the overall system architecture.

A. Related works

Numerous signal processing and machine learning algorithms have been developed to perform S1 and S2 heart sound recognition. In [9], a high frequency marker was developed by applying the fast wavelet transform (FWT) on heart sound signals to extract the high frequency signatures of the valve closing sounds. By properly incorporating the information on S1–S2 and S2–S1 duration, the proposed system could achieve excellent performance in the case of arrhythmic heart sounds [9]. Meanwhile, an S1 and S2 heart sound identification system was proposed that uses the Mel-filter coefficient features and self-organizing-map (SOM) model. With a post-processing stage designed based on heart sound duration and interval, the recognition results were comparable to those obtained using ECG signals [13]. In [10], time intervals and diastolic periods of heart sounds were used directly to devise features that were then input into an artificial NN (ANN) and several other classifiers. The experiment results showed that ANN provides higher classification rates when compared with other approaches [10]. Olmez and Dukar proposed a three-stage heart sound classification system [12]. In the system, the heart sound segments were first detected by finding the peaks of continuous segments that exceed the threshold limit. Then, the time interval and diastolic period information were used to perform S1 and S2 identification.

The present study has three major goals: (1) Unlike previous studies, we intend to explore the performance of S1 and S2 recognition based only on acoustic fingerprinting without incorporating additional duration and interval information. (2) Based on the recent success of deep learning in acoustic modeling [18], [20], we build an acoustic model of S1 and S2 heart sounds using DNN for the first time (to the best of our knowledge). (3) We investigate the effectiveness of several advanced deep learning algorithms on this heart sound recognition task.

B. Overall S1 and S2 recognition architecture

Fig. 1 shows the flowchart for the proposed S1 and S2 recognition framework. As shown in this figure, the feature extraction process is first performed to convert heart sound signals into a set of feature vectors. In the offline phase, the feature vectors for S1 and S2 are used to train a DNN classifier. In the online phase, testing feature vectors are introduced into the DNN classifier, and the testing data category is determined according to the classifier output.

![Fig. 1. Flowchart for proposed S1 and S2 recognition system.](image)

III. FEATURE EXTRACTION FOR PROPOSED SYSTEM

This section details the feature extraction process shown in Fig. 1. As shown in this figure, the feature extraction comprises heart sound activity detection (HSAD), MFCC, and K-means processes. In this section, we present the procedures for MFCC and K-means. The HSAD process is presented in Section V.

A. MFCC

The MFCC feature extraction procedure comprises six operations: pre-emphasis, windowing, fast Fourier transform (FFT), Mel-filtering, nonlinear transformation, and discrete cosine transform (DCT). The pre-emphasis operation enhances the received signals to compensate for signal distortions. The windowing operation divides a given signal into a sequence of frames. The FFT operation is applied to the windowed signals for spectral analysis. The Mel-filtering operation is designed based on human perception, and it integrates the frequency compositions from one Mel-filter band into one energy intensity. The non-linear transformation operation takes the logarithm of all Mel-filter band intensities. The transformed intensities are then converted into MFCCs using DCT. MFCC feature extraction has been confirmed to be effective in speech recognition [25], speaker recognition [26], and various acoustic pattern recognition tasks [27], [28].
For numerous applications, using differential parameters to describe temporal characteristics improves pattern recognition performance. A differential cepstral parameter is defined as the slope of a cepstral parameter versus time, representing the dynamic change of the cepstral parameters. Hence, three times of dimensions of original features can be obtained after appending velocity and acceleration features [26]. Velocity (vel) and acceleration (acc) features can be calculated as follows:

\[
\begin{align*}
\text{vel}(d, t) &= \frac{\sum_{m=1}^{M_v} m \times [c(d, t + m) - c(d, t - m)]}{2 \sum_{m=1}^{M_v} m^2} \\
\text{acc}(d, t) &= \frac{\sum_{m=1}^{M_a} m \times [\text{vel}(d, t + m) - \text{vel}(d, t - m)]}{2 \sum_{m=1}^{M_a} m^2}
\end{align*}
\]

where \( c(d, t) \) is the \( d \)-th dimension of the cepstral parameter, and \( t \) is the time indicator for the current sound frame; \( M_v \) and \( M_a \) are window lengths for computing vel and acc coefficients, respectively. In this study, we set \( M_v = 3 \) and \( M_a = 2 \).

### B. K-means algorithm

The main goal of the K-means algorithm is to determine representative data points from large numbers of data points. Such data points are called “population centers.” Data compression (i.e., using a low number of data points to represent a high amount of data for compressing data) and classification (i.e., using a low number of representative points to represent specific categories for lowering the amount of data and avoiding adverse effects caused by noise) are applied to population centers. The calculation steps of the K-means algorithm are presented as follows:

a. Initialization:

   - Divide training materials \( v_i, i = 1, ..., N \), randomly into \( K \) groups and arbitrarily choose one observation from each group as the initial population center \( \mu_k \), \( k = 1, 2, ..., K \).

b. Recursive calculation:

   i. Let each \( v_i \) find the nearest population center and assign it to that population center by

   \[
   k^* = \arg \min_k d(v_i, \mu_k), i = 1, ..., N
   \]

   where \( d(\cdot, \cdot) \) denotes the distance measure.

   ii. All \( v_i \) that belong to the \( k \)-th group form a group. Calculate the population center \( \mu_k \) again.

   iii. If the new groups of the population centers are the same as the original population center set, training is completed. Otherwise, new population groups replace the original population center groups. Step a. is repeated to continue recursive calculations.

In this study, the K-means algorithm is used to cluster the acoustic features within each heart sound segment into two groups (\( K = 2 \)). Then a population center vector is computed for each group. These two center vectors are then concatenated to form a super-vector. This super-vector is the final feature that represents a segment of heart sound. The super-vectors are used to build classifiers and perform S1/S2 recognition.

### IV. DNN CLASSIFIER FOR PROPOSED SYSTEM

ANN is a mathematical model that mimics biological NN structures and allows a computer system to execute classification or regression tasks. Numerous scholars have proposed diverse NN models for solving various problems. More recently, NNs with multiple layers (known as DNN) have shown outstanding performance in a wide variety of tasks, such as automatic speech recognition [18], speech processing [29], [30], and visual pattern recognition [31], [32]. The operating principle of DNN [17], [18] involves using the current output layer as the input for the next hidden layer. The concept of this algorithm is to use a high number of hidden layers to strengthen the classification or regression capability.

Fig. 2 shows the structure of a DNN model. The relationship between the input feature, \( x \), and output of the first hidden layer, \( a_1 \), is described as follows:

\[
a_1 = F(W_1x + b_1)
\]

where \( W_1 \) and \( b_1 \) respectively correspond to the weight matrix and bias vector in the first layer, and \( F(\cdot) \) is the activation function. After obtaining the output of the first hidden layer, the relationship between the current and the next hidden layer can be expressed as follows:

\[
a_l = F(W_la_{l-1} + b_l), l = 2, ..., L,
\]

where \( L \) is the total number of layers in the DNN model. Another function, \( G(\cdot) \), is usually applied on the output layer, which is used to execute classifications or regressions. Thus, we have

\[
\hat{y} = G(a_L)
\]

where \( \hat{y} \) is the DNN output. For classification tasks, the softmax function is generally used for \( G(\cdot) \) [33]. Given the correct label, \( y \), the parameters of the DNN classifier can be estimated as follows:

\[
\theta^* = \arg \min_{\theta} \{ C(y, \hat{y}; x, \theta) + \gamma R(W) + \eta p(A) \}
\]

where \( \theta = \{W_l, b_l, l = 1, 2, ..., L\} \) is the DNN parameter set and \( C(\cdot) \) is a cost function.

In this study, cross-entropy [34] is used as the cost function. In order to train the DNN model, we prepare a set of training data, \( X = [x_1, x_2, ..., x_N] \), and the corresponding output labels \( Y = [y_1, ..., y_i, ..., y_N] \), where \( N \) is the total number of training samples; thus, the cost function becomes

\[
C(y, \hat{y}; x, \theta) = -\frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{l} [y_{i,j} \log \hat{y}_{i,j}],
\]

where \( \hat{y} = [\hat{y}_1, ..., \hat{y}_i, ..., \hat{y}_N] \) is the DNN output (\( \hat{y}_i \) is the \( i \)-th DNN output given input \( x_i \)); \( y_{i,j} \) and \( \hat{y}_{i,j} \) denote the \( j \)-th element of \( y_i \) and \( \hat{y}_i \), respectively.

In Eq. (7), \( R(W) \) is estimated as follows:
\[ R(\mathbf{W}) = \sum_{i} \| W_i \|_F^2 \]  

(9)

where \( \| \cdot \|_F \) denotes the Frobenius norm, and \( \rho(A) \) is the sparsity penalty of the hidden outputs [35], [36]; \( \gamma \) and \( \eta \) are the controlling coefficients. These two regularizations are used at the DNN training stage to mitigate over-fitting. According to Eqs. (7)-(9), the standard back-propagation algorithm is adopted to compute the parameters in the DNN model [19], [20].

![Structure of a DNN model](image)

The advantage of DNN is that it has a deep and complex structure. An intuitive limitation is that when the training data is insufficient, the DNN parameters (\( \Theta \)) might not be estimated accurately. To overcome this limitation, a pre-training technique that uses unlabeled data is generally adopted [20], [37]. A deep belief network (DBN) and maximum likelihood (ML) criterion are involved in the pre-training process. A DBN model is formed by stacking a set of restricted Boltzmann machine (RBM) models. Given the training data, \( \mathbf{z} \), the RBM model defines a joint probability function as follows:

\[
p(\mathbf{z}, \mathbf{h}; \Lambda) = \frac{\exp(-E(\mathbf{z}, \mathbf{h}; \Lambda))}{\sum_{\mathbf{z}} \sum_{\mathbf{h}} \exp(-E(\mathbf{z}, \mathbf{h}; \Lambda))} \tag{10}
\]

where \( \mathbf{h} \) and \( \Lambda \) denote the hidden units and parameter set (including weight and bias terms), and \( E(\mathbf{z}, \mathbf{h}; \Lambda) \) is an energy function. For Bernoulli (visible)-Bernoulli (hidden), the energy function is given as follows:

\[
E(\mathbf{z}, \mathbf{h}; \Lambda) = -\sum_{i=1}^{Z} \sum_{j=1}^{H} w_{ij} z_i h_j - \sum_{i=1}^{Z} b_i z_i - \sum_{j=1}^{H} a_j h_j \tag{11}
\]

where \( Z \) and \( H \) are the numbers of visible and hidden units. Similarly, for Gaussian (visible)-Bernoulli (hidden), the energy function is given as follows:

\[
E(\mathbf{z}, \mathbf{h}; \Lambda) = -\sum_{i=1}^{Z} \sum_{j=1}^{H} w_{ij} z_i h_j + \frac{1}{2} \sum_{i=1}^{Z} (z_i - b_i)^2 - \sum_{j=1}^{H} a_j h_j \tag{12}
\]

The contrastive divergence (CD) algorithm is generally adopted for estimating the parameters in RBMs [20].

When estimating a DBN model, the parameters of the first RBM are estimated using the training data, \( \mathbf{z} \). In the following layers, the greedy learning algorithm is adopted to train another RBM using the hidden activations of the previous layer as the input data. This process continues until it reaches the last layer and forms a DBN. Then, a softmax function is added to the top of the DBN model, and the standard back-propagation training with the cost function in Eq. (7) is applied to estimate the DNN parameters.

V. EXPERIMENTS

In the experiment, the feature extraction process as presented in Section III was collocated with the DNN model as presented in Section IV in order to build a classification system. In the training stage, S1 and S2 training data were manually segmented and labeled by a medical doctor. The S1 and S2 segments were then collected and used to train a DNN classifier. In the testing phase, the heart sounds were classified by the trained DNN model. In this section, we first present the experiment setup and evaluation metrics. Next, the experiment results are presented. In the experiments, we first investigate the optimal setups for acoustic features and DNN structures. In order to evaluate the performance of the DNN classifier, KNN, LR, SVM, and GMM classifiers were also implemented and recognition was tested for comparison.

A. Experiment setup

Actual audio data collected by our research team were used in this experiment. The procedures were reviewed and approved by the local institutional review board (IRB) committees. The objective of this study is to recognize heart sounds based on their acoustic characteristics. Fig. 3 illustrates a signal processing block diagram of the electronic stethoscope used in this study.

![Block diagram of electronic stethoscope used in study](image)

As shown in Fig. 3, the Analog In unit receives the incoming sounds, the A/D Sampling unit converts the signal from analog to digital form at a 48-kHz sampling rate, the Filter Switching unit emphasizes sounds in the lower frequency bands, the Volume Control unit adjusts the gain of the output sounds, the D/A unit reconstructs the signal from digital to analog, and the Analog Output unit outputs the reconstructed sounds. The DSP unit processes the digital signal for storage in the Memory unit, and the Memory unit stores raw data that can be used for further analysis in the future.

We recorded three sets of audio data to form training, development, and testing sets. Audio recordings of 16 people (11 males and 5 females) constituted the training set, which includes a total of 313 S1 heart sounds and 313 S2 heart sounds. The development set comprised the recordings of six people (three males and three females), and 60 S1 sounds and 60 S2 sounds were obtained. Audio recordings of six people (three
males and three females) constituted the testing set, which includes 87 S1 heart sounds and 87 S2 heart sounds. Notably, the data for the training, testing, and development sets were mutually exclusive. For the recordings that belong to the training and development sets, S1 and S2 sounds were manually segmented; on the other hand, for those that belong to the testing set, an HSAD process was performed to detect heart sound segments before performing recognition. Fig. 4 illustrates the heart sound recording positions, which were centralized on the second left intercostal space along the left sternal border ① and third intercostal space on the left sternal border ②.

Fig. 4. Positions of heart sound recording in this study.

B. Evaluation metrics

The evaluation metrics typically used in pattern recognition and information retrieval are precision, recall, and F-measure. These metrics serve as the standards for evaluating the effectiveness of a pattern recognition system [38]. Table I lists the four items used in the evaluations.

<table>
<thead>
<tr>
<th>Predicted Class (Expectation)</th>
<th>Actual Class (Observation)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P (True positive) Correct result</td>
<td>Fp (False positive) False alarm</td>
</tr>
<tr>
<td>Fp (False negative) Missed detection</td>
<td>Tn (True negative) Correct absence of result</td>
</tr>
</tbody>
</table>

Equations (13)–(15) show the definitions of these metrics.

\[
\text{Precision} = \frac{T_p}{T_p + F_p} \tag{13}
\]

\[
\text{Recall} = \frac{T_p}{T_p + F_n} \tag{14}
\]

\[
F = 2 \cdot \frac{\text{Precision} \cdot \text{Recall}}{\text{Precision} + \text{Recall}} \tag{15}
\]

F-measure is also called F1 measure, and it represents the equal weights of precision and recall. Recall is typically denoted as true positive rate or sensitivity, and precision is denoted as a positive predictive value. Accuracy is generally used as the evaluating metric for classification processes:

\[
\text{Accuracy} = \frac{T_p + T_n}{T_p + T_n + F_p + F_n} \tag{16}
\]

C. Experiment results

Fig. 5 depicts the S1 and S2 spectrogram and waveform. A spectrogram is often used to display how the frequencies present in a temporal signal that varies over time [39]. To draw the spectrogram shown in Fig. 5, the sampling frequency was set to 5 kHz, and the frame size was set to 20 ms, with a 10-ms overlap. From the spectrogram, it can be noted that the S1 and S2 heart sounds are mainly concentrated in the low-frequency regions. Moreover, S1 has longer duration than S2.

![Spectrogram and waveform plots of S1 and S2.](image)

TABLE II

<table>
<thead>
<tr>
<th>Sampling Rate</th>
<th>5 kHz</th>
<th>10 kHz</th>
<th>15 kHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>68.33%</td>
<td>55.83%</td>
<td>65.00%</td>
</tr>
</tbody>
</table>
Next, we explore the effectiveness of the velocity and acceleration features. We extended the original MFCCs from 13 to 26 dimensions (by appending 13 velocity features) and 39 dimensions (by appending 13 velocity and 13 acceleration features). We also investigate the effectiveness of the K-means algorithm in feature extraction. Table III lists the results of the 13, 26, and 39 MFCC dimensions obtained with and without the K-means algorithm. In this study, we used the Euclidean distance for $d(\cdot, \cdot)$ in (3) for the K-means algorithm. In addition to MFCCs, we tested performance using another acoustic feature—Fbank. Unlike the MFCC features, we used 24 dimensional Fbank features, which are popularly used in DNN-based ASR systems [40]-[42]. In addition, we combined a context-window of $T$ frames around the target frame to form a concatenated Fbank feature, which incorporates the more temporal information. Accordingly, in addition to the 24 dimensional Fbank feature, we tested recognition using 168 (24×7, $T=3$) and 264 (24×11, $T=5$) dimensional Fbank features. In this set of experiments, a one-layer NN model with 100 hidden neurons served as the classifier.

### TABLE III
ACCURACIES OF SINGLE-LAYER ANN USING MFCC AND FBANK WITH DIFFERENT FEATURE DIMENSIONS AND WITH/WITHOUT K-MEANS PROCESS. HIGHEST ACCURACY IS INDICATED IN BOLD FONT;

(a) MFCC (b) FBANK.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>13</th>
<th>26</th>
<th>39</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without K-means</td>
<td>68.33%</td>
<td>76.67%</td>
<td>82.50%</td>
</tr>
<tr>
<td>With K-means</td>
<td>69.17%</td>
<td>79.17%</td>
<td><strong>85.00%</strong></td>
</tr>
</tbody>
</table>

(b)

<table>
<thead>
<tr>
<th>Dimension</th>
<th>24</th>
<th>168 (24×7)</th>
<th>264 (24×11)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without K-means</td>
<td>81.67%</td>
<td>77.50%</td>
<td>76.67%</td>
</tr>
<tr>
<td>With K-means</td>
<td>83.33%</td>
<td>79.17%</td>
<td>79.17%</td>
</tr>
</tbody>
</table>

Table III-(a) indicates that the 39-dimensional MFCCs outperform the 13 and 26-dimensional MFCCs, thus confirming the effectiveness of using velocity and acceleration features in heart sound classification. Moreover, 39-dimensional MFCCs achieve higher recognition performance than the Fbank features listed in Table III-(b), thus indicating that the 39-dimensional MFCC feature is more suitable for this particular task. Furthermore, Table III reveals that the results obtained using the K-means algorithm are consistently superior to those obtained without using the K-means algorithm for all dimensions, verifying the effectiveness of applying the K-means algorithm to the feature extraction process. In the subsequent experiments, we applied the 39-dimensional MFCCs and K-means processing.

To further analyze the results of K-means clustering, we plotted the clustering results using 39 MFCCs and the Euclidian distance, as shown in Fig. 6. In the figure, ▲ and ■ denote the two groups clustered by the K-means algorithm. From the figure, we can observe the characteristics of the two groups: one contains the features located in the central part, and the other contains the features in the outer part of the entire heart sound segment.

![Fig. 6. K-means clustering results using 39 MFCC with Euclidian distance on S1 heart sound segment.](image)

Next, we investigate the correlation between classification performance and NN structure (numbers of hidden layers and neurons in each hidden layer). We tested the performance of NN structures that involve one, two, and three hidden layers, with each hidden layer containing 100, 200, and 300 neurons. Table IV lists the results. Here, we can see that increasing the number of neurons from 100 to 200 and 300 does not significantly enhance the performance of the NN structures that involve one, two, and three hidden layers, suggesting that using a larger number of neurons does not lead to considerable performance enhancements in our task. However, the performance of the NN structure that involves three hidden layers is clearly superior to that involving one and two hidden layers, thus suggesting that using a deep structure can lead to higher accuracies. As indicated in Table IV, the DNN structure that comprises three hidden layers, with each layer containing 100 neurons, achieves optimal performance; this DNN structure was used in the subsequent experiments.

### TABLE IV
ACCURACIES OF DNN WITH DIFFERENT NUMBERS OF LAYERS AND NEURONS. HIGHEST ACCURACY IS INDICATED IN BOLD FONT.

<table>
<thead>
<tr>
<th>Layers</th>
<th>Neurons</th>
<th>100</th>
<th>200</th>
<th>300</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td>85.00%</td>
<td>85.00%</td>
<td>85.00%</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>82.50%</td>
<td>83.33%</td>
<td>84.17%</td>
</tr>
<tr>
<td>3</td>
<td><strong>88.33%</strong></td>
<td>87.50%</td>
<td>83.33%</td>
<td></td>
</tr>
</tbody>
</table>

We further tested the effectiveness of pre-training and activation functions, such as sigmoid (Sigm), hyperbolic tangent (Tanh), and rectified linear unit (Relu) [36] on the S1 and S2 classification task. In this study, we followed the pre-training and backpropagation processes presented in Section IV, and the results of with/without pre-training and different activation functions are demonstrated in Table V. Here, we first note that the pre-training procedure indeed provides improved recogni-
tion performance when compared with that of without pre-training. Moreover, the sigmoid activation function outperforms the other two activation functions in this task.

**TABLE V**

ACCRUCIES OF DNN WITH DIFFERENT ACTIVATION FUNCTIONS AND WITH/WITHOUT PRE-TRAINING PROCESS. HIGHEST ACCURACY IS INDICATED IN BOLD FONT.

<table>
<thead>
<tr>
<th></th>
<th>Sigm</th>
<th>Tanh</th>
<th>Relu</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without Pre-training</td>
<td>88.33%</td>
<td>83.33%</td>
<td>85.00%</td>
</tr>
<tr>
<td>With Pre-training</td>
<td><strong>89.17%</strong></td>
<td>85.00%</td>
<td>85.83%</td>
</tr>
</tbody>
</table>

Finally, we examine the weight decay and sparsity penalty ($R(W)$ and $\rho(A)$ in Eq. (7), respectively). We conducted experiments using pre-training and sigmoid activation function (the best setup in Table V) to test weight decay and sparsity penalty parameters. The experiment results are presented in Table VI, where \{weight decay; sparsity penalty\} = \{0.0; 0.0\} is the same as that presented in Table V (89.17%). As indicated in Table VI, when compared with \{weight decay; sparsity penalty\} = \{0.0; 0.0\}, \{weight decay; sparsity penalty\} = \{0.0001; 0.01\} achieves a clear accuracy improvement of 1.66% (89.17% to 90.83%). The result confirms that when the training data is limited, suitable weight decay and sparsity penalty can allow DNN attain higher S1 and S2 recognition accuracies.

**TABLE VI**

ACCRUCIES OF DNN WITH DIFFERENT WEIGHT DECAY AND SPARSITY PENALTY SETUP. HIGHEST ACCURACY IS INDICATED IN BOLD FONT.

<table>
<thead>
<tr>
<th>Sparsity</th>
<th>Weight 0.0</th>
<th>0.0001</th>
<th>0.0005</th>
<th>0.001</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>89.17%</td>
<td>86.67%</td>
<td>90.00%</td>
<td>89.17%</td>
</tr>
<tr>
<td>0.0001</td>
<td>89.17%</td>
<td>88.33%</td>
<td>90.00%</td>
<td>90.00%</td>
</tr>
<tr>
<td>0.001</td>
<td>87.50%</td>
<td><strong>90.83%</strong></td>
<td>88.33%</td>
<td>89.17%</td>
</tr>
</tbody>
</table>

2) **Comparison of DNN with other classifiers**

In this section, we compare the performance of DNN with other classifiers using the testing set. As mentioned in Section V-A, S1 and S2 heart sounds that belong to the testing set were not segmented in advance. Therefore, the HSAD procedure shown in Fig. 1 and based on Shannon energy [43] was applied to detect heart sound segments before performing classification. The Shannon energy is computed by

\[
\text{Shannon energy} = -x^2 \cdot \log x^2
\]

where $x$ is the signal.

Then, the average Shannon energy is calculated by

\[
E_s = \frac{1}{M_s} \sum_{i=1}^{M_s} x_{\text{norm}}^2(i) \cdot \log x_{\text{norm}}^2(i)
\]

where $x_{\text{norm}}$ is the normalized signal and $M_s$ is the signal length. We set $M_s = 50$ (i.e., 10 ms) in the experiments.

From the 87 S1 and 87 S2 heart sounds in the testing set, 87 S1 and 82 S2 heart sounds were detected correctly based on the segmentation algorithm with Shannon energy [43]. Because the main purpose of this study is to investigate whether S1 and S2 can be effectively recognized based on acoustic characteristics, we tested recognition using the correctly detected 87 S1 and 82 S2 heart sounds in the following experiments.

To confirm the effectiveness of DNN on S1 and S2 classification, we tested the performance using other well-known classifiers, including KNN, GMM, LR, and SVM. The operating concept of the KNN algorithm is relatively simple because it involves using only features as the evaluation standard for distances [21]. GMM is a well-known generative model. In the training phase, a GMM is trained for each category. In the testing phase, the probabilities of testing data on GMMs of the entire categories are calculated, and the classification is determined based on probability scores [22]. The LR model is a very popular classification model that aims to maximize the conditional log-likelihood in order to optimize the model parameters [23]. The SVM classifier represents data samples as points in space and determines a gap to separate the two classes of data in the training phase. In the testing phase, each data sample is first mapped into that same space, and then predicted to belong to a class based on the side of the gap on which the sample falls [24]. In this study, the KNN classifier uses the Euclidean metric for the distance calculation. For the GMM model, eight Gaussian mixture models were used. For the SVM classifier, the Gaussian radial basis function was used as the kernel function. The parameters used in KNN, GMM, LR, and SVM were all optimized based on the development set.

Figs. 7 and 8 and Table VII demonstrate the experiment results for the recognition of S1 and S2 using KNN, GMM, LR, SVM, and DNN classifiers. The experiment results for precision, recall, F1 measure, and accuracy are very consistent when comparing these five classifiers with the following three observations: (1) KNN achieves worse performance compared with the other three classifiers, possibly because of its too simple structure and limited classification capability; (2) LR gives the best S1 accuracy but the worst S2 accuracy, showing that LR might not provide balanced performance for both classes; (3) LR, SVM, and DNN outperform GMM, suggesting that discriminative classifiers can give better performance when S1 and S2 labels are given; (4) DNN achieves the best performance with 91.12% accuracy, confirming its better classification capability when compared with the other four classifiers.
VI. CONCLUSION

This study proposed a system that entails the combination of the DNN acoustic fingerprinting classifier and MFCC acoustic features for recognizing S1 and S2 heart sounds. In this study, we focused on the recognition performed based only on the acoustic characteristics of S1 and S2 without considering the information of individual S1 and S2 duration or the time intervals for S1–S2 and S2–S1. It was noted that the recognition accuracies of individual S1 and S2 are very high, even when the duration and interval are not accessible, thus suggesting that the proposed system can be used for patients with arrhythmia, which can generate irregular S1 and S2 time intervals. The precision, recall, F-measure, and accuracy of the classification processes were compared, and the results showed that S1 and S2 can be effectively recognized with more than 91% accuracy. Furthermore, S1 recognition demonstrated better performance compared with S2 recognitions in terms of F-measure. Therefore, S1 can be used to obtain S2 according to the recognition order in clinical practice. Another contribution of this paper is that we confirmed the effectiveness of using DNN for building acoustic models to characterize S1 and S2 heart sounds. In addition, we evaluated and compared the performance of several feature extraction methods and advanced deep learning algorithms on this particular task. In the future, new corpora can be collected for experiments to increase the effect of changes in training corpora and conduct further processing in various audio-receiving environments.
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