Abstract—Recently, channel state information (CSI) has been adopted as an enhanced wireless channel measurement instead of received signal strength (RSS) for indoor WiFi positioning systems. However, although CSI contains richer location information, a challenging problem is the severe dynamic range and fluctuation among the high-dimensional channels, which may degrade accuracy and cause overfitting problems. This paper proposes a novel algorithm for improved fingerprinting-based indoor localization. The proposed algorithm decomposes the CSI sequence using the multilevel discrete wavelet transform (MDWT) and normalizes the wavelet coefficients by employing histogram equalization. The robust features were then extracted by reconstructing CSI through the inverse MDWT of the normalized coefficients. We demonstrate the effectiveness of the proposed algorithm through experiments. The results show that the proposed algorithm outperforms traditional RSS, CSI, and two CSI-based algorithms, FIFS and MIMO.
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I. INTRODUCTION

Indoor localization has gained considerable attention over the last several years because position estimation is often required for various applications [1]–[6]. Because WiFi networks are widespread for Internet access, WiFi indoor localization has been a very active research problem [7]–[13]. Among the variety of positioning characteristics in WiFi networks, received signal strength (RSS) is commonly adopted because RSS characterizes the attenuation of radio signals during propagation, and reading RSS is compatible with existing WiFi-enabled devices [14]–[16]. However, accuracy and robustness are still fundamental problems in such WiFi-RSS-based positioning systems [17]–[20].

In the 802.11a/g/n standard, WiFi networks used OFDM (orthogonal frequency division multiplexing) and MIMO (multiple input multiple output) techniques, where data are modulated on multiple channels in different frequencies and are transmitted simultaneously among multiple antenna pairs. The advantage of this technique is the significantly enhanced data throughput [21], [22]. In these systems, channel response can be extracted from the receivers in the format of channel state information (CSI), which reveals a set of channel measurements depicting the amplitudes and phases of every channel [23], [24]. There are various CSI-based applications recently. For examples, [25] tried to monitor breathing and heart rates while [26] attempted to detect fall in wireless networks. Unlike RSS, which provides an aggregated value for radio waves, CSI senses the channel responses, reporting amplitude and phase information of each channel for radio waves, which leverage both the frequency and spatial diversity and use a correlation filter with the probability positioning algorithm. That is, FIFS represents the location by aggregating the power of all channels. However, the summation over all powers of CSI channels does not consider the variation within channels. A similar approach, namely, MIMO, was presented in [36], [37], in which the amplitude and phase value were subtracted for subsequent channels to generate the location fingerprint. Although this approach effectively extracts the relatively robust fingerprints owing to the subtraction process, the relative amplitude and phase may lose some location information. The works in [39] attempted to detect stationary and moving human by using a band-pass filter to catch the breathing patterns.

This paper proposes an enhanced CSI-based indoor positioning algorithm. The proposed algorithm include three steps: decomposition, normalization, and reconstruction. This study first applies the multilevel discrete wavelet transform (MDWT) [40]–[44] to decompose the full CSI sequence into
different parts. The wavelet coefficients are then normalized using histogram equalization (HEQ) \cite{45, 46}. Afterward, we reconstruct CSI through the equalized coefficients with the inverse MDWT. Finally, the reconstructed features are adopted for fingerprinting-based positioning using a probabilistic approach. The proposed algorithm was applied in an indoor Wi-Fi environment, and real CSIs were measured for performance evaluation. By using the equalized CSIs, the proposed algorithm can achieve robust location estimation and avoid overfitting problems. Experimental results indicate that the proposed algorithm achieves notable improvements over RSS, CSI, MIMO, and FIFS in reducing the mean positioning error by 31.3\%, 21.9\%, 18.4\%, and 20.8\%, respectively.

II. PROPOSED ALGORITHM

A. Problem Formulation

Because CSI reports the amplitude of each channel for each antenna pair, we assume that there are \( L \) directional links between each transmitter and receiver pair, and \( C \) channels are available for each link. A complete measured CSI signal in the MIMO wireless network is given as follows:

\[
s = [s_{11}, \ldots, s_{1C}, \ldots, s_{LC}].
\]  
\[(1)\]

To localize a user, a typical fingerprinting location algorithm estimates the likelihood of real-time CSI observations for all candidate locations and selects the one having maximum likelihood as the result \cite{47}. Let \( \mathcal{R} \) be the entire set of reference locations; this CSI-fingerprinting localization problem can be formulated as

\[
r^* = \arg \max_{r \in \mathcal{R}} P(s|\Lambda_r),
\]  
\[(2)\]

where \( \Lambda_r \) is the probabilistic model of the \( r \)-th reference location, which can be obtained on the basis of the training data during the offline stage. A challenging problem in CSI-based localization is the severe dynamic range and fluctuation among high-dimensional CSI due to channel interference, noise, and multipath, even for stationary environments. To solve this problem, in this study a mechanism is designed to extract the robust positioning feature. Fig. 1 presents a flowchart of the proposed CSI-based indoor positioning system. The proposed algorithm, based on MDWT, includes three steps, decomposition, normalization, and reconstruction, as described in the following sessions.

B. Channel State Decomposition

\[
\begin{array}{c}
S \downarrow 2: \text{downsampling} \quad \text{decomposition} \\
\rightarrow \quad \text{reconstruction} \quad \uparrow 2: \text{upsampling}
\end{array}
\]

Fig. 2. Main idea of the DWMT procedure.

\[
s = a^6 \begin{array}{c}
G \downarrow 2 \quad b^1 \\
H \downarrow 2 \quad a^2 \\
G \downarrow 2 \quad b^2 \\
H \downarrow 2 \quad a^1
\end{array}
\]

Fig. 3. Typical 2-level DWMT structure.

The proposed algorithm first applies MDWT to decompose the full CSI sequence. The measurements are represented by \( s = [s(1), \ldots, s(N)]^T \) here for notation convenience, where \( N = LC \). On the basis of MDWT, an input CSI sequence is decomposed into two sub delete space spaces, the low-pass and high-pass sequences, respectively, of the original data. The decomposition is implemented with two digital filters: high-pass filter \( G \) and low-pass filter \( H \), which are derived from the scaling functions and the corresponding wavelets \cite{44}. For example, if three-tap digital filters are considered, the transfer functions for the low-pass and high-pass components can be represented as \( H(z) = h_0 + h_1z^{-1} + h_2z^{-2} \) and \( G(z) = g_0 + g_1z^{-1} + g_2z^{-2} \), respectively, with the corresponding filter coefficients \( h_m \) and \( g_m \). This can be represented as

\[
s(n) = \sum_k a(k)h_k(n) + \sum_k b(k)g_k(n),
\]  
\[(3)\]
where \( a(k) \) and \( b(k) \) are the the low-pass and high-pass components of \( s(n) \), respectively [40].

In the process of MDWT, a downsampling operation is used to decimate half of the filtered results. The reconstruction (synthesis) process is implemented with an upsampling operation and two different filters, \( \tilde{G} \) and \( \tilde{H} \). Exact recovery of the original data is possible if proper relationships hold among those filters [41], [42]. Figure 2 shows the classical implementation of decomposition and reconstruction for 1-level MDWT, where \( \downarrow 2 \) represents the down delete space sampling operation of factor 2, and \( \uparrow 2 \) represents the upsampling operation of factor 2 [43].

To achieve multi-level (multi-resolution) decomposition, MDWT can be implemented with the pyramid algorithm [44]. The decomposed coefficients at each resolution level are calculated as follows:

\[
\begin{align*}
\text{for } ( j = 1 \text{ to } J) & \quad \text{for } ( k = 0 \text{ to } N/2^j - 1) \\
\{ & \quad a^j(k) = \sum_{m=0}^{K-1} a^{j-1}(2k - m)h_m; \\
& \quad b^j(k) = \sum_{m=0}^{K-1} a^{j-1}(2k - m)g_m; \}
\end{align*}
\]  

where \( j \) represents the current resolution level, \( K \) is the number of filter taps, \( a^j(i) \) is the \( i \)th low-pass coefficient at the \( j \)th level, \( b^j(i) \) is the \( i \)th high-pass coefficient at the \( j \)th level, and \( N \) is the length of the original input sequence \( a^0 \).

Figure 3 shows a two-level MDWT implementation structure based on the pyramid algorithm. The output coefficients at each resolution level are calculated by using the low-pass coefficients of the previous level and are decimated by two. The detailed designs of filters \( G, H, \tilde{G}, \) and \( \tilde{H} \) can be found in the literature [42], [48]–[50].

C. Wavelet Coefficient Normalization

After decomposing CSI into multi-resolution components, this study applies the HEQ technique to normalize the derived wavelet coefficients (i.e., converting the coefficients into a reference). The purpose of HEQ is to provide a transformation that converts the probability density function of an original variable into a reference probability density function [46], [51]. Let \( w_0 \) and \( w_1 \) be the original and reference variables, respectively, with distributions \( p_0(w_0) \) and \( p_1(w_1) \). A transformation, \( w_1 = F(w_0) \), equalizes the probability distribution according to the following expression:

\[
p_1(w_1) = p_0(G(w_1)) \frac{\partial G(w_1)}{\partial w_1},
\]

where \( G(w_1) \) is the inverse function of \( F(w_0) \). The relationship between the cumulative probability density functions (CDFs) associated with these probability distributions is given by

\[
C_0(w_0) = C_1(F(w_0)), \quad (6)
\]

where \( C_1(F(w_0)) \) and \( C_0(w_0) \) are the CDFs of the reference and original distributions, respectively. The transformation \( w_1 = F(w_0) \), which converts the distribution \( p_0(w_0) \) into the reference distribution \( p_1(w_1) \), also converts the cumulative probability \( C_0(w_0) \) into \( C_1(w_1) \). Hence, the transformation function \( F(w_0) \) converting \( p_0(w_0) \) into \( p_1(w_1) \) is expressed as

\[
w_1 = F(w_0) = C_1^{-1}[C_0(w_0)], \quad (7)
\]

where \( C_1^{-1} \) denotes the inverse function of the CDF \( C_1(w_1) \), specifying the value \( w_1 \) that corresponds to a certain cumulative probability.

Now, assume that the derived wavelet coefficients \( w \) (original variables) are represented by

\[
w = \{a^J, \alpha^Jb^J, \alpha^{J-1}b^J, \ldots, \alpha^1b^1\},
\]

where \( a^i \) and \( b^i \) represent the \( j \)th level low-pass and high-pass coefficients, and \( \alpha^i \) is a scalar that takes values of either one or zero, indicating whether or not the \( j \)th high-pass coefficients are preserved. The indicator of \( a^J \) is one because the last low-pass coefficients are always preserved according to MDWT theory. For example, \( \alpha^3 = 0 \) means that \( b^1 \) is a zero vector (\( b^1=0 \)). If \( J = 2 \) and \( \alpha^1 = 0 \), the preserved coefficients reduce to \( \{a^2, b^2, 0\} \). For simplification, a reorganized vector \( w \) consisting of all \( Q \) coefficients is then defined as \( w = [w_1, w_2, \ldots, w_Q] \). Given \( w \), normalized wavelet coefficients based on Eq. (7) are obtained using

\[
\tilde{w}_i = F(w_i) = C_{ref}^{-1}[C_w(w_i)], \quad (9)
\]

where \( C_{ref}^{-1} \) is the inverse of the reference CDF, \( C_w \) represents the CDF of the sequence \( w \), \( F \) is the equalized transformation, and \( \tilde{w}_i \) is the \( i \)th normalized coefficient. One can compute \( C_w(w_i) \) with the empirical distribution function, which is the number of observations less than or equal to \( w_i \) divided by the total numbers. Finally, we may obtain the normalized coefficients as \( \tilde{w} = \{\tilde{a}^J, \tilde{b}^J, \tilde{b}^{J-1}, \ldots, \tilde{b}^1\} \).

This study uses a typical Gaussian distribution as the reference \( C_{ref} \) for normalization. In this case, the inverse CDF can be expressed as

\[
C_{ref}^{-1}(z) = \left[ \Phi \left( \frac{z - \mu}{\sigma} \right) \right]^{-1} = [\Phi(z')]^{-1}, \quad (10)
\]

where \( z \) is a reference Gaussian variable with mean \( \mu \) and standard deviation \( \sigma \). The variable \( z' \) is the normalized Gaussian variable and \( \Phi \) is an error function expressed as

\[
\Phi(z') = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{z'} e^{-u^2/2} du \quad (11)
\]
D. Channel State Reconstruction

After obtaining the normalized multi-resolution wavelet coefficients, we attempt to reconstruct the CSI sequence as

$$\hat{s}(n) = \sum_k \hat{a}(k) \tilde{h}_k(n) + \sum_k \hat{b}(k) \tilde{g}_k(n)$$  \hspace{1cm} (12)$$

As with decomposition, the reconstructed MDWT coefficients at each resolution level can be represented as follows [44]:

$$\begin{align*}
\text{for } (j = J \text{ to } 1) \\
\text{for } (k = 0 \text{ to } N/2^j - 1) \\
\begin{cases} \\
\hat{a}^{j-1}(2k - 1) = \sum_{m=0}^{K/2-1} \hat{a}^j(k - m) \tilde{h}_{2m+1} + \\
\sum_{m=0}^{K/2-1} \hat{b}^j(k - m) \tilde{g}_{2m+1}; \\
\hat{a}^{j-1}(2k) = \sum_{m=0}^{K/2-1} \hat{a}^j(k - m) \tilde{h}_{2m} + \\
\sum_{m=0}^{K/2-1} \hat{b}^j(k - m) \tilde{g}_{2m};
\end{cases}
\end{align*}$$  \hspace{1cm} (13)$$

Finally, after reconstructing coefficients to the first resolution level ($\tilde{s} = \hat{a}^0$), the reconstructed CSIs are adopted for positioning using a probabilistic approach follows:

$$r^* = \arg \max_{r \in \mathbb{R}} P(\tilde{s}|\Lambda_r)$$  \hspace{1cm} (14)$$

Note that the proposed algorithm was applied for both on-line measurements and offline training CSIs. This procedure is required for the consistence of likelihood computation, as indicated in Fig. 1.

III. EXPERIMENTAL RESULTS AND ANALYSIS

A. Experimental Setup

This study conducted experiments in a classroom of the telecommunications building at Yuan-Ze University. Figure 4(a) shows the photo of the location where the experiments were performed, while the circles in Fig. 4(b) indicate the 56 training locations. One AP with two transmitted antennae was deployed at the corner and the size of the test-bed was 140 m². After installing the Linux 802.11n driver, which is built on the Intel Wi-Fi Wireless Link 5300 MIMO radios [23], [27], the gain and phase of the signal path between a single transmit–receive antenna pair is available in the measured device. In the experiments, the laptop measured CSIs using three receiver antennae, and thus there were 6 links available as positioning features ($L = 6$). Each reported channel state contains 30 subcarrier channel groups ($C = 30$). Each channel state matrix entry is a complex number and only the magnitudes were used in this study. We select the biorthogonal wavelet (bior 2.2) [42], [49], [50] with a two-layer structure ($J=2$) to perform MDWT.

Figure 5(a) shows the realistic CSI measurements from one transmit antenna, while Fig. 5(b) shows them from an alternative transmit antenna. In both figures, CSIs are measured over 100s at a fixed location, indicated by a blue

![Experimental setup](image-url)
circle in Fig. 4(b). The wider curve represents the higher time variation of an antenna pair. Similarly, Figures 5(c) and 5(d) show the measured CSI at a distinct location. Figure 5 clearly reveals the changing CSI patterns measured from two different locations. It indicates the possibility of determining the location on the basis of CSI. However, CSI patterns contain uncertainty, especially when dramatic variation appears in some channels, as shown in Fig. 5(b) (channels 25–50) and Fig. 5(c) (channels 6–11). In this study, we use a 2-s sliding window performing a time average to smooth the CSI values. Figure 6 shows the spectrogram of CSIs at two different locations, showing that a mechanism to compensate for the high dynamic range across the entire channels is necessary.

B. Performance Evaluation

Figure 7 displays the mean positioning error of six different algorithms, including RSSI, CSI, HEQ, MIMO, FIFS, and the proposed algorithm versus number of channels. Note that the RSSI and FIFS methods are constant because the dimensions are fixed, and the HEQ approach indicates the direct normalization of CSI. This figure first shows that the mean positioning error generally decreases as the number of channels increases. Second, this figure indicates the effectiveness of the CSI-based approaches, which considerably reduce the error compared with RSS as long as more than 20 channels are used.

More importantly, Fig. 7 shows that the proposed algorithm outperforms traditional methods, reducing the mean localization error by 31.3%, 21.9%, 18%, 18.4% and 20.8%, compared to RSSI, CSI, HEQ, MIMO, and FIFS, respectively, using full channels. The best performance occurred while using three links (1.48 m), with relative error reduction rates of 38% and 22% as compared to RSSI (2.39 m) and MIMO (1.89 m), respectively. The results indicate that the proposed algorithm is capable of achieving robust location estimation, by reconstructing the CSI sequence on the basis of the discrete wavelet transform with histogram normalized coefficients.

Table I reports five numerical error measures including the average, 50%, 67%, 90% percentile errors, and STD (standard
deviation) for six algorithms with four different number of links. This table shows that, no matter how many links the proposed algorithm uses, its robustness is superior to that of other methods. This again demonstrates the effectiveness of the proposed mechanism.

Figure 8 shows the impact of different coefficients of the biorthogonal wavelets on positioning errors. The results show that the errors are almost always reduced in these wavelet-coefficient setups. In Fig. 8, biorth 3.3 performs the best using full 180 channels, whereas biorth 2.2 achieves the lowest positioning error with 90 channels. This confirms that the proposed algorithm with the biorthogonal wavelets can properly reconstruct the CSI patterns, which is a robust feature in location systems.

Next, Fig. 9 shows a box plot of the statistical positioning errors with three different wavelets, biorthogonal, Daubechies, and symlets under 10 coefficients in the proposed positioning system. Each red line represents the median, the blue boxes represent the 25th and 75th percentile values, and the dashed lines represent the maximum and minimum values. This figure shows that the biorthogonal wavelet presents the minimum median error, whereas the Daubechies and symlets wavelets exhibit the lower dynamic range. That explains why we select biorthogonal wavelets to reconstruct CSI vectors in this study. Finally, Fig. 10 shows the impact of parameters $\alpha_1$ on coefficient normalization and mean positioning errors. Fig. 10(a) shows the normalized wavelet coefficients based on three parameter configurations ($\alpha_1 = \alpha_2 = 0$), ($\alpha_1 = \alpha_2 = 1$), and ($\alpha_1 = 1$, $\alpha_2 = 0$). Fig. 10(b) shows the mean positioning over 180 channels, where the performance of CSI is also reported as a benchmark. The results show that the configuration ($\alpha_1 = \alpha_2 = 1$) achieves the best performance. That means that the high-pass coefficients still contribute to the positioning system even in the presence of a highly dynamic range. After the normalization, the channel variation was significantly
alleviated, making the reconstruction CSI a robust positioning feature. Note that the lengths of the one-level wavelet are half of the original coefficients because the down-sampling process is conducted in the MDWT procedure. That is, the advantage of the other configurations is that the amount of data transmission can be reduced. For example, for the configuration \( (\alpha^1 = \alpha^2 = 0) \), only one-fourth of the coefficients are preserved to reconstruct CSI. The experiments and analysis reveal the effectiveness of the proposed algorithm in providing robust indoor localization.

Fig. 11 shows the impact of different layer numbers of MDWT on positioning errors. Results show that level 2 performs the best using between 120 and full 180 channels, while levels 4-7 provide comparable performance with level 2 between 90 and 120 channels. That explains why we select level 2 to perform MDWT and reconstruct CSI in the experiments. Finally, Fig. 12 compares different parameter normalization methods with HEQ, including two typical mean normalization (MN) and mean and variance normalization (MVN) methods. Figures 12(a) and 12(b) show the positioning errors based on three normalization methods under \( (\alpha^2=\alpha^1=1) \) and \( (\alpha^2=1, \alpha^1=0) \) parameter setups, respectively. These figures show that HEQ generally achieves the best performance because it normalizes higher order statistics, as compared to MN and MVN. The results again demonstrate the ability of HEQ to make the reconstructed CSI a robust positioning feature.

CSIs and achieves enhanced location estimation accuracy. Experimental results indicate that the proposed algorithm achieves notable improvements over RSSI, CSI, MIMO, and FIFS in reducing the mean positioning error by 31.3%, 21.9%, 18.4%, and 20.8%, respectively.
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