Joint Dictionary Learning-based Non-Negative Matrix Factorization for Voice Conversion to Improve Speech Intelligibility After Oral Surgery
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Abstract—Objective: This paper focuses on machine learning based voice conversion (VC) techniques for improving the speech intelligibility of surgical patients who have had parts of their articulators removed. Because of the removal of parts of the articulator, a patient’s speech may be distorted and difficult to understand. To overcome this problem, VC methods can be applied to convert the distorted speech such that it is clear and more intelligible. To design an effective VC method, two key points must be considered: (1) the amount of training data may be limited (because speaking for a long time is usually difficult for post-operative patients); (2) rapid conversion is desirable (for better communication). Methods: We propose a novel joint dictionary learning-based non-negative matrix factorization (JD-NMF) algorithm. Compared to conventional VC techniques, JD-NMF can perform VC efficiently and effectively with only a small amount of training data. Results: The experimental results demonstrate that the proposed JD-NMF method not only achieves notably higher short-time objective intelligibility (STOI) scores (a standardized objective intelligibility evaluation metric) than those obtained using the original unconverted speech but is also significantly more efficient and effective than a conventional exemplar-based NMF VC method. Conclusion: The proposed JD-NMF method may outperform the state-of-the-art exemplar-based NMF VC method in terms of STOI scores under the desired scenario. Significance: We confirmed the advantages of the proposed joint training criterion for the NMF-based VC. Moreover, we verified that the proposed JD-NMF can effectively improve the speech intelligibility scores of oral surgery patients.

Index Terms—Joint dictionary learning, nonnegative matrix factorization, sparse representation, voice conversion.

I. INTRODUCTION

The speech of a person after oral surgery is often difficult to understand for untrained listeners [1-3]. Therefore, such patients may desire a voice conversion (VC) system that can convert their voice into clear speech. In this study, we investigated the use of a VC approach to improve the intelligibility of the speech of patients who have had parts of their articulators removed during surgery.

Normal VC tasks are designed to transform the speech of the source speaker to make it sound like that of another (target) speaker. More recently, VC methods have been adopted for various medical applications. Aihara et al. [4, 5] proposed a VC system for articulation disorders that attempts to preserve the speaker’s individuality based on a combined dictionary containing the source speaker’s vowels and the target speaker’s consonants. Toda et al. [6, 7] tried to apply VC to transform nonaudible murmurs into normal speech. Liu et al. [8] proposed a method for applying VC-based frequency-lowering technology for Mandarin-speaking hearing aid users.

Numerous VC methods have been proposed in the past. One notable class of methods uses a parametric model to map the acoustic features of the source speaker to those of the target speaker. The joint density Gaussian mixture model (JD-GMM) is known as an effective mapping model for VC [9-11]. JD-GMM implements a linear transformation function based on a Gaussian mixture model (GMM). Conversion parameters are estimated using the maximum likelihood [9], minimum mean-square error [10], or maximum mutual information [11] criteria. Numerous extensions of JD-GMM have been proposed to solve its intrinsic over-smoothing problem caused by statistical averaging [9, 12]. An artificial neural network (ANN) is another notable model that has been confirmed effective for VC [13-16]. Owing to its complex structure, an ANN model is capable of characterizing the nonlinear relationship between the utterances by different speakers. Since the emergence of deep learning, VCs based on deep neural networks have gained considerable attention [17-20].

Although model-based VC methods have been confirmed as being effective for various tasks, they usually require a certain amount of training data. When there is insufficient training data, the models may incur an overfitting problem, such that the sound quality of the converted speech is poor. To overcome the
possible overfitting problem, several nonparametric exemplar-based VC methods [21-24] have been proposed as alternatives to model-based frameworks. This class of methods assumes that a target spectrogram can be generated from a set of basis target spectra (a dictionary), namely exemplars, through weighted linear combinations. Based on the nonnegative nature of the spectrogram, the nonnegative matrix factorization (NMF) technique [25] is employed to estimate the nonnegative weight. At runtime, the activations for each source spectrogram are estimated through the source dictionary and are then applied to the target dictionary to generate the corresponding target spectrogram. Therefore, the converted utterances are directly produced from real target exemplars rather than from model parameters. To include the temporal contextual constraint, multiple-frame exemplars are used in the source dictionary [21]. Wu et al. [22, 26] proposed a joint NMF framework to efficiently estimate the activations by simultaneously taking two distinct acoustic features (one being low-resolution, and the other high-resolution) into consideration. Although only limited training data are needed by exemplar-based NMF models, most of the data are crudely used as exemplars, implying that a large dictionary will be constructed. The main limitation of using a large dictionary is the long conversion time, which violates our rapid conversion requirement.

In this study, we focused our attention on NMF-based VC techniques for patients of oral surgery, for which two key points should be addressed: (1) the amount of training data may be limited (because speaking for a long time is usually difficult for post-surgical patients); (2) a rapid conversion is desirable (to facilitate those users with better communication). To address these two points, we propose a novel joint dictionary learning-based NMF (JD-NMF) VC algorithm. The JD-NMF algorithm simultaneously learns source and target dictionaries (joint dictionary). By specifying a small number of bases using the NMF technique, JD-NMF can learn a set of bases that are representative of the entire set of exemplars (estimated from the training data). Accordingly, the size of the dictionary in JD-NMF can be significantly reduced relative to exemplar-based NMF, thus improving the online conversion efficiency [20, 22].

The remainder of this paper is organized as follows: Section II reviews the conventional NMF-based VC. Section III details the proposed method. The experimental results are evaluated in Section IV. Finally, Section V presents our conclusions.

II. RELATED WORK

A. NMF-based Speech Representation

The basic concept of NMF-based VC is to represent a magnitude spectrum as a linear combination of a set of bases; this collection of bases is called a dictionary. In the conventional exemplar-based NMF model, each basis in the matrix is a speech frame (exemplar) in the training data. More specifically, the bases are directly copied from the training data, and no learning process is involved to build the dictionary. Assume that $I$ exemplars were collected, we then have a dictionary

$$A = [a_1, a_2, \ldots, a_I] \in \mathbb{R}^{F \times I},$$

where $a_i$ is the $i$th exemplar, and $F$ is the feature dimension. Then, the speech sample at the $l$th frame, $x_l \in \mathbb{R}^{F \times 1}$, can be represented by:

$$x_l \approx A h_l = \sum_{i=1}^{I} a_i h_{l,i} \quad \text{subject to } A \geq 0, h_{l,i} \geq 0$$

where $h_l = [h_{l,1}, h_{l,2}, \ldots, h_{l,I}] \in \mathbb{R}^{I \times 1}$ is the activation vector, and $h_{l,i}$ is the nonnegative weight (or activation) of the $i$th exemplar.

As each speech sample is modeled independently, the spectrogram of each utterance can be represented in matrix form as

$$X \approx AH$$

where $X \in \mathbb{R}^{F \times M}$ is the spectrogram, $M$ is the number of frames in the utterance, and $H \in \mathbb{R}^{I \times M}$ is the corresponding activation matrix for which the column vector is an activation vector $h_l$.

To minimize the distance between $X$ and $AH$, Lee [27] proposed multiplicative updating rules to alternately optimize $A$ and $H$ by gradient descent with a specific learning rate.

B. Exemplar-based NMF for Voice Conversion

1.) Offline Stage

For VC, paired source–target dictionaries $A_e$ and $B_e$ are required with acoustically aligned exemplars. In exemplar-based NMFs, both the source and target dictionaries are directly obtained from the data itself. To construct the paired dictionaries, a parallel dataset (between the source and target speakers) is collected. However, because of their different speech rates, the two dictionaries may not align with each other. Therefore, dynamic programming techniques such as dynamic time warping (DTW) [28] must be applied to obtain frame-wise source–target alignment [23]. Fig. 1 shows an example of the source–target dictionaries. For visual presentation, only 40 frames (bases) were randomly selected from the training data. The $x$-axis shows the basis index, and the $y$-axis denotes the frequency bins. Further, the intensity is represented by colors. In this example, we used 512 discrete Fourier transform points to characterize 16-KHz speech sounds.

![Source and target dictionaries used in exemplar-based NMF.](image)
2.) Online Stage
To generate the converted speech spectrogram, we assume that the aligned source and target dictionaries can share the same activation matrix $H$. Therefore, the converted spectrogram can be represented as

$$Y_s = B_E H$$

(3)

where $Y_s \in \mathbb{R}^{F \times T}$ is the converted spectrogram, $B_E \in \mathbb{R}^{F \times J}$ is the fixed target dictionary of the exemplars from the target training data, and $H$ is determined by the source spectrogram $X_s \in \mathbb{R}^{F \times T}$ and source dictionary $A_E$, as shown in (4).

Owing to the non-negative nature of the magnitude spectrogram, the NMF technique is employed to estimate the activation matrix $H$ by minimizing the following objective function:

$$H = \arg \min_{H \geq 0} \ d(X_s, A_E H) + \lambda \|H\|_1$$

(4)

where $\lambda$ is the sparsity penalty factor, $\| \cdot \|_1$ represents the L1-norm and $d(\cdot)$ is a distance measure. As the number of exemplars $I$ is usually large in exemplar-based NMFs, the sparsity constraint [29-31] is adopted such that only a few exemplars are activated at any one time. A multiplicative updating rule for two criteria (the Euclidean distance and Kullback–Liebler (KL) divergence) was proposed in [27]. Other divergence measures and updating rules can be found in [32]. However, in the application of VC, KL divergence is observed to be more suitable [33]. Therefore, (4) can be minimized by iteratively applying the following multiplicative updating rule:

$$H \leftarrow H \odot \frac{A_E^T X_s}{A_E^T H} \frac{X_s}{A_E^T H + \lambda}$$

(5)

where $\odot$ represents element-wise multiplication (divisions are also performed element-wise), and $I \in \mathbb{R}^{F \times M}$ is an all-ones matrix.

Fig. 2 illustrates the overall framework for exemplar-based VC.

Fig. 2. Online stage of exemplar-based NMF for VC. Note that the number of exemplars $I$ is usually much larger than the number of frames $T$ in a source utterance under this framework.

III. PROPOSED JOINT DICTIONARY LEARNING NMF FOR VOICE CONVERSION

In other applications of NMF (e.g., speech enhancement [34, 35] and source separation [36, 37]), the dictionary is learned from the training data. However, in conventional exemplar-based NMF, the dictionary is directly copied from the training data. In other words, there is no training stage involved in the exemplar-based NMF framework, which saves the offline training procedure but gives rise to a drawback: when the number of bases is large, the computational cost can be high in the conversion phase. This implies the exemplar-based NMF may not be suitable for our application scenario (a rapid conversion is desirable for better communication). For example, in [23], although the obtained level of performance was better than that of other well-known methods (namely, JD-GMM), the exemplar-based method required 19.02 s to generate 1 s of target speech. To solve the problem, we propose the JD-NMF framework, which spends more time in the offline (training) stage extracting a set of more meaningful (i.e., compact) basis representations. In the online (runtime) stage, based on the estimated bases, JD-NMF estimates the activation matrix and performs VC.

A. Offline Stage

In addition to applying DTW to align the training data in the same way as in the exemplar-based NMF, the proposed JD-NMF includes a training phase in the offline stage. In previous studies [8, 21], it has been confirmed that when performing NMF-based voice conversion, preparing a pair of coupled dictionaries is important since the activation matrix is shared by the source and target basis matrices. This suggests that the two dictionaries should be trained simultaneously instead of independently. Therefore, we propose the JD-NMF framework and modify the objective function to simultaneously learn the two dictionaries, as follows:

$$A_j, B_j = \arg \min_{A_j, B_j \geq 0} \ d(X, A_j H) + d(Y, B_j H) + \lambda \|H\|_1$$

(6)

where $X \in \mathbb{R}^{F \times J}$ and $Y \in \mathbb{R}^{F \times J}$ are the paired source and target training data, respectively; $A_j \in \mathbb{R}^{F \times J}$ and $B_j \in \mathbb{R}^{F \times J}$ are learned dictionaries and $r$ is the number of bases, which can be set by the users. Note that (6) is used to approximate the source and target spectrograms, provided the same activation matrix $H$ is used. More specifically, to reconstruct the coupled training data ($X$ and $Y$) with shared $H$, the learned dictionaries ($A_j$ and $B_j$) are forced to couple with each other to minimize the distance (KL divergence). Therefore, if the source and target training data are aligned, the learned $i^{th}$ source basis $a_i$ will represent the same basic speech unit as the $i^{th}$ target basis $b_i$.

To solve (6) by using the KL divergence as the criterion [27], the first two terms can be formulated as follows:
\[ d(X, A_jH) + d(Y, B_jH) = \sum_{i \leq s \leq f} (X_{ji}, \log \frac{X_{ji}}{(A_jH)_{ji}} - X_{ji} + (A_jH)_{ji}) \]
\[ + \sum_{i \leq s \leq f} (Y_{ji}, \log \frac{Y_{ji}}{(B_jH)_{ji}} - Y_{ji} + (B_jH)_{ji}) \]
\[ = \sum_{i \leq s \leq f} (X_{ji}, \log \frac{X_{ji}}{(A_jH)_{ji}} - X_{ji} + (A_jH)_{ji}) + Y_{ji}, \log \frac{Y_{ji}}{(B_jH)_{ji}} - Y_{ji} + (B_jH)_{ji}) \]  
\[ \text{(7)} \]

As the operations in (7) are all element-wise, we can cascade \( X \) with \( Y \), and \( A_j \) with \( B_j \), to further simplify the objective function (6), as follows:
\[ \sum_{i \leq s \leq 2f} \log \frac{S_{ji}}{(WH)_{ji}} - S_{ji} + (WH)_{ji} + \lambda \| H \|_1 \]  
\[ \text{(8)} \]
\[ = d(S, WH) + \lambda \| H \|_1 \]  
\[ \text{(9)} \]
where
\[ S = \begin{bmatrix} X \\ Y \end{bmatrix} \in \mathbb{R}^{2f \times l}, \quad W = \begin{bmatrix} A_j \\ B_j \end{bmatrix} \in \mathbb{R}^{2f \times r} \]  
\[ \text{(10)} \]

Therefore, the objective function in (6) is equivalent to the simplified objective function in (9). We can simply apply the conventional alternately multiplicative updating rules proposed in [27] to determine the joint dictionary \( W \).

\[ W \leftarrow W \otimes \frac{S}{WH} - \frac{H}{WH} \]  
\[ \text{(11)} \]
\[ H \leftarrow H \otimes \frac{W^T S}{WH} - \frac{S}{WH} \]  
\[ \text{(12)} \]

Here, \( I \in \mathbb{R}^{f \times f} \) is an all-ones matrix. Note that although we also update \( H \) by using (12), our goal is merely to obtain the joint dictionary \( W \). Fig. 3 shows an example of learned dictionary \( W \) with the source dictionary \( (A_j) \) and the target dictionary \( (B_j) \) occupy the upper and lower halves of \( W \), respectively. In this example, we used 512 fast-Fourier transform points to characterize 16-KHz speech sounds, and thus \( F = 513 \) in (10), and \( W \) is a 1026 x 40 matrix. From Fig. 3, we can see that: 1) the bases of \( A_j \) and \( B_j \) are aligned and learned jointly. During implementation, the “DTW alignment process” is actually very important for both exemplar-based NMF (Fig. 1) and JD-NMF. When the source and target speech signals are not aligned precisely, the dictionaries may not be coupled very well. 2) the middle frequency components of \( A_j \) are relatively noisy compared to those of \( B_j \), and the bases of \( B_j \) are more discriminative toward each other than those of \( A_j \). Note that \( A_j \) and \( B_j \) are learned from distorted speech (after surgery) and clear speech (before surgery), respectively. The second observation can explain why the distorted speech sounds blurred, leading to the speech having poor intelligibility. When comparing Fig.1 and Fig. 3, we can note that the bases in Fig.1 are not very representative (e.g. four bases, namely the 26, 27, 31 and 39 bases are silence). In addition, some bases of the two dictionaries in Fig.1 do not couple well (e.g. the bases in index 12, 28, as indicated by the red arrows) due to imperfect alignments of DTW. On the other hand, since our joint dictionaries are learned from the whole training data, the issue of imperfect alignments can be mitigated. In the next section, we introduce the conversion of distorted speech to clear speech by using \( A_j \) and \( B_j \) with a shared activation matrix. To reduce the computational cost during the online stage, the number of bases \( r \) should be minimized. In Section IV, we show that only a few representative bases, learned using the joint training criterion, are sufficient to obtain a satisfactory result.

### B. Online Stage

As the proposed JD-NMF and conventional exemplar-based NMF methods differ mainly in the training phase, the conversion process can be similarly presented, as shown in Fig. 4. Note that the sizes of the dictionaries and activation matrix are much smaller than those shown in Fig. 2. In the same way as in
(3), we can obtain the converted speech by
\[
Y_i = B_i H
\]  
(13)
where \( Y_i \in \mathbb{R}^{F \times T} \) is the converted spectrogram. Note that the number of bases \( r \) in our framework is much smaller than that in the conventional method. The multiplicative updating rule in (5) can be modified as follows:
\[
H \leftarrow H \odot \frac{A_j^T X_j}{A_j^T I + \lambda}
\]  
(14)
where \( X_j \in \mathbb{R}^{F \times T} \) is the source spectrogram that is to be converted, and \( I \in \mathbb{R}^{F \times T} \) is an all-ones matrix.

From (13) and (14), we can see that as the size (number of columns) of \( A_j \) decreases, we can save large amounts of computational time when computing the activation matrix \( H \), thus making rapid conversion feasible. To further analyze the computation cost, the number of multiplications or divisions needed for each iteration in (14) can be estimated as follows:
\[
2FrT + 2rT + FT
\]
(15)
which is a linear function of \( r \) when both \( F \) and \( T \) are fixed (given \( X_j \)).

In the next section, we incorporate the context information to further improve the JD-NMF performance.

C. Contextual Information

To consider context information in many applications of speech processing, the features are cascaded such that they span multiple consecutive frames. However, in (3) to (5), no temporal information is considered, that is, each frame is modeled independently. Therefore, in \([21, 22]\), multiple-frame exemplars were used in the source dictionary to more accurately estimate the activation matrix.

In our JD-NMF framework, we also proposed to cascade the spectrograms across multiple consecutive frames to train an extended joint dictionary. Accordingly, in the offline phase, \( X \) and \( Y \) become \( \mathbb{R}^{(2q+1)F \times J} \), which in turn causes \( A_j \) and \( B_j \) to expand into \( \mathbb{R}^{(2q+1)F \times r} \), where \( 2q+1 \) is the window size of each frame. Note that, when calculating the computational cost, the dimensionality of spectra \( F \) in (15) also must expand to \((2q+1)F\). During the conversion phase, to utilize the extended dictionary, the source spectrogram \( X_i \) is also cascaded to estimate the activation matrix. Meanwhile, the cascaded target dictionary can also consider contextual information to yield other benefits. Fig. 5 illustrates a sequence of speech frames. In the figure, when the fifth frame is to be converted, it will consider five multiple-frame vectors (within the blue dotted lines) obtained from the first to the ninth frames, that is, up to \( \pm 2q \) frames. Therefore, to produce the final converted fifth frame, we can calculate the average to integrate the information provided in the five multiple-framed vectors indicated with the red arrows. In addition, the average operation can reduce noise and smooth the transition between speech sounds. Thus, cascading of the training spectrogram can greatly improve the quality of the converted speech in the proposed JD-NMF framework.

IV. Experiments

The goal of the present study is to propose a rapid VC system for patients after oral surgery. Two objective evaluations are considered: the intelligibility of the converted speech and the computational cost of the conversions. A standardized evaluation method, short-time objective intelligibility (STOI) \([38, 39]\), was employed as our objective intelligibility measure. The calculation of STOI is based on the correlation between the temporal envelopes of the target and the converted speech for short segments. The output STOI score ranges from 0 to 1, and is expected to be monotonically related to the average intelligibility of the converted speech. Hence, a higher STOI value indicates better speech intelligibility. To evaluate the computational cost, the number of multiplications or divisions for each iteration is employed, as presented in (15). In addition, we measured the real execution time for the online phase for comparison.

In the experiments of this study, we prepared 150 short sentences as our corpus; from among these, 70 utterances were randomly selected as a training set, 40 utterances were randomly selected as a development set, and the remaining 40 utterances were used as an evaluation set. A physically unpaired male was chosen as the target speaker. We recorded 150 sentences uttered by four patients after oral surgery and also by the target speaker. The procedures were reviewed and approved by the local institutional review board committees. The speech signals were sampled at 16 kHz and windowed with a 20-ms Hamming window every 10 ms. The parameters in the dictionaries and the activation matrix are initialized with random numbers from normal distribution (mean=0 and standard deviation=1, with absolute value). With the initialized dictionaries and the activation matrix, we then update them by (11), (12) and (14) \([29]\). To reduce the effect of the random initializations of the matrix in NMF, each set of experiments was repeated 10 times and average values were obtained \([40, 41]\). Because the proposed JD-NMF uses a much smaller number of bases than the exemplar-based NMF, the sparsity constraint is not applied \((\lambda = 0)\) in (6) and (14).

In the following discussion, experiments A to C were conducted using the training data and development set for the offline and online stages, respectively. The best parameters...
were then used to test the performance by using the data in the evaluation set for the online stage. The results were presented in experiment $D$.

A. Cascaded Dictionaries

We first examined the effect of using multiple-frame bases to check whether the contextual information is useful. Fig. 6 presents the STOI results (y-axis) of the development sets as a function of the window size $L$ (x-axis). Here, we compare three different sets of results: 1) cascading only the source data (only $A_j$ in Fig. 4 was extended); 2) cascading only the target training data (only $B_j$ in Fig. 4 was extended); 3) cascading of both the source and target training data (both $A_j$ and $B_j$ in Fig. 4 were extended). These are represented by the blue, green, and red lines, respectively. Fig. 6 shows three observations. (1) Cascading of the source training spectrogram can facilitate the estimation of the activation matrix more accurately. Therefore, as the window size increases, the STOI values consistently increase. (2) When only the target training spectrogram is cascaded, the performance can be significantly improved because of the averaging operation and the large amount of contextual information. However, if too many frames are considered at one time, the performance may degrade. (3) To obtain the greatest improvement, both the source and target training data should be cascaded with a carefully selected window size. As indicated by the red line, a good trade-off between intelligibility and computation cost can be achieved when the window size is 5. Therefore, we used this window size in the following experiments.

![Fig. 6. STOI results for development set as a function of window size $L$.](image)

B. Effect of Number of Bases and Iterations

There are two other parameters that can affect the performance (in terms of speech intelligibility and computational cost) of the JD-NMF framework: the number of bases in the dictionary and the number of iterations during conversion. To determine their degrees of influence, we calculated the STOI with different settings for the development set. Fig. 7 presents the STOI scores (y-axis) as a function of the number of bases (x-axis) under different iteration numbers. The results show that the number of bases and iterations influence each other. Therefore, we examined them separately in detail, as follows.

1.) Effect of Number of Bases

First, we examined the changes in STOI for different numbers of bases $r$. As the dictionary is learned from the training data in our proposed method, we can set different sizes for the dictionary. Fig. 7 shows that the STOI increases with the number of bases when the iteration number is small. However, if the algorithm iterates too many times, it leads to overfitting, suggesting that any more bases will degrade the intelligibility of the converted speech.

![Fig. 7. STOI as a function of number of bases $r$ in dictionary under different iteration numbers.](image)

Hence the effect of adding more bases is different and depends on the iteration numbers.

Note that, with 80 bases, the STOI improvement starts to saturate when the iteration number is small (10 and 20). In this case, adding more bases brings very limited improvement. As indicated in (15), because a smaller dictionary can expedite conversion, we use $r = 80$ bases in the evaluation set.

2.) Effect of Number of Iterations

The iteration number is usually experimentally determined from a development set [21, 22]. If the iteration number is too few/many, the learned model will be underfitting/overfitting to the training data. Fig. 7 shows that, when the algorithm iterates too many times, the STOI values begin to decrease because of overfitting. Although the difference between the source spectrogram $X_s$ and modeled spectrogram $A_jH$ is always guaranteed to be reduced after each iteration (from the derivation of NMF [27]) by updating $H$, there is no theoretical guarantee that the converted speech can be accordingly improved by running more iterations. Hence, if $H$ overfits $X_s$, it may produce distorted and unsmooth converted speech $B_jH$. To overcome this problem, we can simply stop the iteration earlier; this regularization method is also called early stopping [42]. From Fig. 7, with 20 iterations, we can achieve the highest STOI value without spending too much computational time; therefore, the iteration number is set to 20 for the evaluation set.
In brief, in the proposed method, the sizes of both the source and target dictionaries are set to \((513 \times 5) \times 80\) with 20 iterations during the conversion.

C. Amount of Training Data

In our application scenario, it is difficult to collect a large amount of training data because speaking for too long is difficult for post-surgical patients. Therefore, we examined the robustness of the proposed method for different amounts of training data; the results are presented in Fig. 8. The \(x\)- and \(y\)-axes denote the number of sentences used for training and STOI scores, respectively.

![Fig. 8. STOI as a function of the number of sentences used for training.](image)

The number of sentences varied from 1 to 70; the sentences were randomly selected from the original training set. Fig. 8 shows that the STOI improvement begins saturating when roughly 20 sentences are used for training. In other words, our system can be trained with only 20 sentences.

D. Overall Performance Comparison

Finally, we compared the proposed JD-NMF and baseline (exemplar-based NMF) methods using the evaluation set. Figure 9 presents the STOI scores (mean and standard deviation) as a function of the number of bases for comparison. The same number of bases was used for JD-NMF and exemplar-based NMF, and the bases used for the exemplar-based NMF were randomly selected from the prepared exemplars of the training data. For the results of exemplar-based NMF, the window size and iteration number are optimized based on the development set. Notably, each mean result in Fig. 9 was an average of 1600 scores \((40 \times 4 \times 10)\): 40 testing utterances recorded by 4 patients along with 10 random initials to avoid the randomness issue [29, 40]. Meanwhile, each standard deviation in Fig. 9 is estimated from 10 results (obtained from 10 different random initials), and each of these 10 results is the average of 160 STOI scores (40 testing utterances recorded by 4 patients).

From the figure, it is noted that when the size of the dictionary is small, JD-NMF significantly outperforms exemplar-based NMF. For example, the STOI of JD-NMF with 80 bases is roughly the same as that of exemplar-based NMF with 300 bases. This implies that the jointly learned bases provide more meaningful information than the directly obtained ex-
emplars. We would like to emphasize that the present study focuses on two major requirements: limited training data and rapid online conversion. Thus, we only present the results of exemplar-based NMF and JD-NMF with bases less than 300.

To estimate the computational cost savings, the number of multiplications and divisions per frame in (15) can be applied with a feature dimension $F$ set of $513 \times 5$. To practically compare the computation load, we also compared the execution time required to generate the activation matrix during conversion of one target utterance (1.2 s), on a 3.6-GHz Intel i7 core PC implemented in MATLAB. Both results are listed in Table I, in which we can observe that the proposed JD-NMF and the exemplar-based NMF require 413,125 and 1,542,165 numbers of multiplications and divisions, respectively. In other words, the ratio of the computation of the two methods (denoted as J/E) is 0.268. The execution times of JD-NMF and exemplar-based NMF were 0.1177 and 0.3332 s, respectively. The ratio of J/E in terms of execution time is thus 0.3532. The aforementioned results confirm that our proposed method can reduce the online computation by around a factor of three, relative to the conventional method.

**TABLE I**

<table>
<thead>
<tr>
<th>Methods</th>
<th># of multiplications and divisions (Eq. (15))</th>
<th>Execution time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed JD-NMF (80 bases) (J)</td>
<td>413,125</td>
<td>0.1177</td>
</tr>
<tr>
<td>Exemplar-based NMF (300 bases) (E)</td>
<td>1,542,165</td>
<td>0.3332</td>
</tr>
</tbody>
</table>

Next, we visually investigated the effect of JD-NMF VC on the distorted speech by using spectrogram plots. A spectrogram plot displays the variations of frequencies present in a speech signal [43, 44]. The $x$-axis denotes the time index while the $y$-axis denotes frequency bins, with the intensity represented by color (red corresponds to high intensities, while blue corresponds to low intensities). Fig. 10 shows spectrograms of a source and target speech pair after alignment through DTW (Fig. 10 (a) and (b), respectively), with speech conversion using the exemplar-based NMF and proposed JD-NMF (Fig. 10 (c) and (d), respectively). The figures show that the consonant sound (the region in the red circle) before conversion is unclear because of the articulators being removed. Moreover, the middle frequency components for the speech before conversion are relatively noisy. This observation is also observed in Fig. 2. Next, we note that, although the exemplar-based NMF can
sightly enhance a consonant, it also produces a wide range of noise, especially at high frequencies. In contrast, our proposed JD-NMF can significantly improve the consonant part while maintaining a clean high-frequency part, which is more akin to the property of the target speech.

Finally, we provide another qualitative comparison of exemplar-based and JD-NMF VCs through the processed envelopes. Previous studies suggested that the modulation depth is also an important factor affecting speech perception [45, 46]. A higher modulation depth accounts for better speech intelligibility. In this study, we applied an eight-channel tone vocoder used in [46] as a tool to extract the envelopes under different frequency bands. In [47], it was pointed out that the middle frequency band is extremely important for speech intelligibility; therefore, only envelopes in the fifth channel (1158–1790 Hz) were adopted for comparison. Fig. 11 shows the amplitude envelopes from the fifth channel of one source and target speech pair after alignment through DTW (Fig. 11. (a) and (b), respectively), with speech conversion by the exemplar-based and proposed JD-NMFs (Fig. 11. (c) and (d), respectively). The x- and y-axes denote the time index and amplitude magnitude, respectively. Fig. 11 shows that the envelope before conversion has distortion at around 0.2 s (in the red circle) and less modulation depths than that of the target speech. Moreover, while both the exemplar-based and JD-NMF VCs can reduce the distortion, the modulation depth of the latter is much higher. Finally, a comparison of Fig. 11 (b) and (d) shows that the envelope of JD-NMF VC closely resembles that of the target speech, implying better speech intelligibility.

V. CONCLUSION

We are proposing JD-NMF-based VC for oral surgery patients. The overall JD-NMF process can be divided into two phases: offline and online. In the offline phase, the JD-NMF learns a paired source and target dictionary matrix. To ensure the alignment of the bases of the source and target dictionary matrices, the two matrices are jointly learned. In the online phase, the activation matrix is shared by the source and target speakers when performing VC. We evaluated the proposed JD-NMF by using real-world speech data obtained from patients after their oral surgeries. Our experimental results first showed that JD-NMF greatly improved the original speech with a high STOI score. In addition, JD-NMF is significantly more efficient and effective than a conventional exemplar-based NMF VC method. Finally, through quantitative analyses using a spectrogram and speech envelope plots, it was found that the proposed JD-NMF produces clearer spectrograms with a more obvious modulation depth than those of the original speech, converted by conventional exemplar-based NMF. In summary, the contribution of this paper is two-fold. First, we verified the effectiveness of the proposed joint-training criterion for NMF-based VC. Second, we confirmed that JD-NMF can greatly enhance the speech intelligibility of patients who have undergone oral surgery.

In the present study, we confirmed the effectiveness of the proposed JD-NMF method in terms of objective STOI scores and online computational cost. In the future, we plan to undertake the following: (1) Conduct objective recognition tests to further confirm the clinical applicability of the proposed JD-NMF, even though STOI has been verified as being able to accurately predict the speech intelligibility. (2) This study has confirmed the effectiveness of the proposed JD-NMF running on a PC; thus, we plan to implement it either as a standalone electronic device or as an app for a smartphone.
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