Detection of Pathological Voice Using Cepstrum Vectors: A Deep Learning Approach
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Summary: Objectives. Computerized detection of voice disorders has attracted considerable academic and clinical interest in the hope of providing an effective screening method for voice diseases before endoscopic confirmation. This study proposes a deep-learning-based approach to detect pathological voice and examines its performance and utility compared with other automatic classification algorithms.

Methods. This study retrospectively collected 60 normal voice samples and 402 pathological voice samples of 8 common clinical voice disorders in a voice clinic of a tertiary teaching hospital. We extracted Mel frequency cepstral coefficients from 3-second samples of a sustained vowel. The performances of three machine learning algorithms, namely, deep neural network (DNN), support vector machine, and Gaussian mixture model, were evaluated based on a five-fold cross-validation. Collective cases from the voice disorder database of MEEI (Massachusetts Eye and Ear Infirmary) were used to verify the performance of the classification mechanisms.

Results. The experimental results demonstrated that DNN outperforms Gaussian mixture model and support vector machine. Its accuracy in detecting voice pathologies reached 94.26% and 90.52% in male and female subjects, based on three representative Mel frequency cepstral coefficient features. When applied to the MEEI database for validation, the DNN also achieved a higher accuracy (99.32%) than the other two classification algorithms.

Conclusions. By stacking several layers of neurons with optimized weights, the proposed DNN algorithm can fully utilize the acoustic features and efficiently differentiate between normal and pathological voice samples. Based on this pilot study, future research may proceed to explore more application of DNN from laboratory and clinical perspectives.
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INTRODUCTION

From a health science perspective, the pathological status of the human voice can substantially reduce the quality of life and occupational performance, which results in considerable costs for both the patient and the society. Common pathologies of impaired vocal function include structural lesions (eg, vocal fold nodules, polyps, and cysts), neoplasms, and neurogenic disorders (eg, vocal fold paralysis and adductor spasmodic dysphonia). Current standards recommend the use of laryngeal endoscopy for the accurate diagnoses of voice disorders, which requires well-trained specialists and expensive equipment. In places without sufficient medical resources, and for patients without adequate insurance coverage, correct diagnosis and subsequent treatment may be delayed.

To mitigate these problems, noninvasive screening methods have been proposed for clinical applications. Because laryngeal disorders, particularly those originating from the membranous vocal folds, almost always result in the change of voice quality, an automatic speech recognition framework was developed to differentiate between normal and pathological voices. A previous study reported an overall accuracy of 93.4% using a linear discriminant analysis to detect continuous speech samples from the voice disorder database of Massachusetts Eye and Ear Infirmary (MEEI). Later studies using Mel frequency cepstral coefficients (MFCCs) and Gaussian mixture model (GMM) further improved the classification accuracy to 94.1%. Another scheme combining the modified MFCCs and hidden Markov model has been proposed by Costa et al. Meanwhile, other work applied neural networks to classify MFCC features and showed that the performance can be improved by differentiating the speaker’s gender. Combining MFCCs and other acoustic features, Arias-Londono et al developed a multistaged classifier and effectively increased the accuracy to 98%. Aside from the MFCC features, wavelet transform and the modulated spectrum were also applied for the tasks of abnormal voice detection using various algorithms with good accuracy.

Despite the success of the abovementioned studies, automatic expert systems for voice disorders have not popularly used as initially envisioned because people are still reluctant to rely on a machine to receive a diagnosis. In recent years, the concept of deep learning has attracted considerable attention. Deep neural network (DNN) approaches have been extensively implemented to model data in numerous applications. With increasing daily exposure to machine learning and big data empowered health services of the general population, it might be a good timing to reinvestigate the potential of computerized classification systems of voice disorders. To the best of our knowledge, no study has attempted to use DNN for the detection of pathological voice samples before. Accordingly, we conducted this pilot study with the following objectives: (1) to propose a...
DNN-based system for detecting features extracted from voice samples, (2) to examine the performance of DNN in differentiating between normal and pathological voice samples, and (3) to validate the accuracy of the DNN using the widely applied voice disorder database from MEEI.

MATERIALS AND METHODS

Study subjects
Voice samples were obtained from a voice clinic in a tertiary teaching hospital (Far Eastern Memorial Hospital, FEMH), which included 60 normal voice samples and 402 samples of common voice disorders, including vocal nodules, polyps, and cysts; glottic neoplasm; vocal atrophy; laryngeal dystonia (ie, spasmodic dysphonia and tremor); unilateral vocal paralysis; and sulcus vocalis (Tables 1 and 2). Voice samples of a 3-second sustained vowel sound /a:/ were recorded at a comfortable level of loudness, with a microphone-to-mouth distance of approximately 15–20 cm, using a high-quality microphone (Model: SM58, SHURE, IL), with a digital amplifier (Model: X2u, SHURE) under a background noise level between 40 and 45 dBA. The sampling rate was 44,100 Hz with a 16-bit resolution, and data were saved in an uncompressed .wav format.

Feature extraction from MFCCs
Derived through pre-emphasis, windowing, fast Fourier transform, Mel filtering, nonlinear transformation, and discrete cosine transform, MFCCs have been widely used in acoustic research. For example, MFCC and MFCC + delta features were selected for voice disorder detection, and the normalized version was selected for performance comparison. To capture these MFCC features, first, the raw waveform was divided into \( N \) frames (or segments), represented by the vectors \( x_1, \ldots, x_N \) (Figure 1). A total of \( N \) frames were then transformed into \( N \) MFCC vectors, representing the acoustic features. Next, for the second feature, we calculated the trajectories of the MFCCs over time (delta MFCCs) and appended them to the original MFCCs. Finally, we normalized the MFCCs such that all of the coefficients had zero mean and unit variance, and appended the delta MFCCs to the normalized MFCCs to form the third feature vectors. The details of MFCCs and their variations were outlined in a previous publication.

DNN
A DNN model comprises multiple hidden layers to form a complex mapping function between the inputs and outputs. Previous studies have verified that a DNN model can provide a satisfactory performance in speech enhancement. In DNN, the relationship between the input, \( x \), and the output of the first hidden layer, \( h_1 \), is described as

\[
h_i = f(W_i x + b_i),
\]

where \( W_i \) and \( b_i \) are the weight matrix and bias vector, respectively, and \( f(\cdot) \) is the activation function. In this study, we use the sigmoid function for the activation function, namely, \( f(z) = \frac{1}{1 + \exp(-z)} \), based on the better performance among different activation functions (Appendix 1 of the Supplementary material). The relationship between the current hidden layer and the next hidden layer can be expressed as

\[
h_{i+1} = f(W_{i+1} h_i + b_{i+1}), i = 1, 2, \ldots, L - 1,
\]
where $L$ is the DNN hidden layer number. Finally, another function, $g(\cdot)$, is adopted on the output layer to form the output vector $\hat{y}$. Thus, we have

$$\hat{y} = g(h_L).$$

For classification tasks, the softmax function is usually adopted for $g(\cdot)$. To compute the parameters in the DNN model with the training samples $X = [x_1, x_2, \ldots, x_N]$ and the corresponding labels $Y = [y_1, y_2, \ldots, y_N]$, where $N$ is the total number of training samples, we formulate an objective function:

$$O(Y, \hat{Y}; X, \theta) = \frac{-1}{N} \sum_{i=1}^{N} \sum_{j=1}^{L} [y_{ij} \log \hat{y}_{ij}],$$

where $\theta = \{W_l, b_l\}, l = 1, 2, L$ is the DNN parameter set, and $\hat{Y} = [\hat{y}_1, \hat{y}_2, \ldots, \hat{y}_N]$ is the DNN output ($\hat{y}_i$ is the $i$th DNN output given input $x_i$); $y_{ij}$ and $\hat{y}_{ij}$ denote the $j$th element of $y_i$ and $\hat{y}_i$, respectively. The parameter is then estimated by

$$\theta^* = \arg \min_{\theta} O(y, \hat{y}; X, \theta),$$

where the standard back-propagation algorithm is applied to compute $\theta^*$ in Eq. (5).

**Experimental setup**

We examined 1–16 Gaussian mixtures for the GMM and tested the performance of different kernel functions for the SVM, including linear, quadratic, and Gaussian functions. The DNN was structured into multiple hidden layers with varying neuron numbers in each layer. The best combination of hidden layers and number of neurons was determined based on the experimental results. The threshold of the ratio of the pathological feature vectors was investigated from 0.1 to 0.9, with a 0.1 increment. The performance was evaluated through a fivefold cross-validation. We utilized general accuracy, which is widely used for detection tasks, as the main performance metric.
RESULTS AND DISCUSSION

Spectrogram and acoustic waveforms

Figure 2 shows the waveform and spectrogram plots of normal and pathological voice samples. From the waveform plots, the pathological voice sample (B) showed irregular and wider variations of amplitude compared with the normal voice sample (A). Meanwhile, from the spectrogram plots, the normal voice sample (C) presented clearer harmonic structures, especially in the low-frequency areas. In contrast, the pathological voice sample (D) showed blurred harmonic structures and contained noise-like components in the high-frequency region.

Optimal setting for SVM, GMM, and DNN

We performed multiple experiments to determine the optimal kernel functions for SVM. The Gaussian radial basis kernel function was chosen because of its highest accuracy for female voice samples with the lowest variation of accuracy among male samples (Appendix 2 of the Supplementary material). We also compared the accuracies of GMM using different numbers of Gaussian mixtures with three MFCC features. The results show that the accuracy increases as the number of mixtures increases from 1 to 6, whereas the performance becomes saturated when the number of Gaussian mixtures ranges from 8 to 16 (Figure 3). Accordingly, we used eight Gaussian mixtures as a representative GMM model in the following study. We also examine the performance among different DNN structures (ie, hidden layers and number of neurons); the results showed that the best performance was achieved when using 3 hidden layers with 300 neurons in each layer (Appendix 3 of the Supplementary material). Finally, we investigated the ratio of the pathological feature vectors to determine the adequate cut-off value.

FIGURE 2. Waveform of a normal voice sample (A) and a pathological voice sample (B). Wide band spectrogram in the corresponding normal voice sample (C) and pathological voice sample (D).

FIGURE 3. Accuracy of different numbers of mixtures in GMM with (A) MFCC, (B) MFCC + delta, and (C) MFCC (N) + delta features.
Experimental results indicated that 0.5 could be a good balance point between the true-positive rate, false-negative rate, positive predictive value, and false detection rate (Figure 4).

Accuracy of DNN in comparison with SVM and GMM

Table 3 compares the performance of the three algorithms and three features among the voice samples of the male subjects from FEMH. The table indicates that the DNN coupled with the MFCC(N) + delta feature provides higher accuracy (94.26%), with a lower standard variation (2.25%) than those of the other two classification algorithms (GMM and SVM) and the other two features (MFCC and MFCC + delta). Data on the performance of the DNN among female subjects are provided in Table 4, which also demonstrates that the DNN and MFCC(N) + delta feature achieve the highest accuracy for detecting pathological voice samples. However, the overall accuracy among the female voice samples is lower than that among the male samples. Similar to our results, a previous study by Fraile et al also reported a higher accuracy for pathological voice detection in men than in women. The authors proposed that such discrepancy might be explained by the wider distribution of the values of MFCC features in women compared with the narrower distribution for men.

Compared with a previous study using an artificial neural network containing one layer of hidden node (accuracy: men: 90.95%; women: 86.50%), DNN model with multiple layers of hidden nodes further increases the accuracy rates by around 4% (men: 94.26%; women: 90.52%, Tables 3 and 4). Accordingly, our results indicate that DNN achieves the highest performance for both female and male subjects, confirming the capability of DNN for detecting pathological voice samples. Moreover, the velocity (delta) features and normalization are useful for improving the performance, particularly for the GMM and DNN methods, in the FEMH database of voice disorders.

Validation of DNN performance using MEEI voice disorder database

To validate the aforementioned results, which indicates that DNN outperforms SVM and GMM in detecting pathological voice samples, we applied a common voice disorder database from MEEI under the same experimental setting. We retrieved 53 normal and 173 pathological samples from the MEEI database, identical to a previously published study. Results in Table 5 showed that DNN provides greater accuracy and a lower standard deviation than SVM and GMM, indicating the same tendency as the previous results obtained using the FEMH data (Tables 3 and 4). Similarly, compared with previous studies using neural networks with a single hidden layer to detect pathological voice samples from MEEI database, this study utilized DNN with three hidden layers and exhibited a better performance, further confirming the advantages of the proposed DNN-based approach. Although the detailed settings for extracting the MFCC features and numbers of GMM mixtures were not identical with the previous study by Godino-Llorente et al., this study also showed that dynamic delta features of MFCCs do not enhance the capability of the MEEI model in the detection of voice disorders (Table 5). Such a concordance may be due to the fact that the MFCC produces sufficient discriminative information when voice samples are recorded in a well-controlled environment. Accordingly, the appended delta trajectory may be redundant and result in learning confusions. In contrast, under circumstances in which the voice samples are recorded in suboptimal settings, adding temporal derivatives (delta feature) might be helpful to increase the robustness of performance (Tables 3 and 4).
Limitations
This study found that the classification accuracy using DNN model is higher for the MEEI data than for the FEMH data. A similar result was also reported in a previous study, in which the MEEI database revealed a much higher accuracy of pathological voice detection than another database, probably owing to differences in the recording environment (e.g., background noise levels and recording instruments). For example, the frequency response of the microphone used in this study was not ideally flat with a peak around the 2–4 kHz region, which may have affected the recognition results. Nevertheless, as voice samples used for training and testing were recorded using the same microphone, the experimental results shall remain credible. Future study using a better microphone (with an ideally flat frequency response) might result in higher recognition accuracy than the current study. Besides, larger numbers of pathological samples in FEMH database might introduce higher variability, resulting in lower accuracy for automatic detection. Another possible explanation is that the ratio between normal and pathological voice samples is different between the two databases. Further study shall gather more voice samples from normal subjects to provide a wider base of feature identification for machine learning algorithms. In addition, other techniques of feature extraction, for example, wavelet transformation and spectra modulation, can be combined with DNN for a better performance and wider application on different voice databases.

CONCLUSION
This study proposed an enhanced pathological voice detection system that combines a DNN classifier and normalized MFCC features. The results based on both the FEMH and the MEEI databases indicated that DNN outperforms traditional GMM and SVM in improving detection accuracy based on three representative features. Successful aspects of the current offline model (recording followed by analysis) can be implemented in the future development of an online model (simultaneous recording and analysis) for telepractice, in which the voice samples may be screened in real time through modern cloud-based computation (Figure 5).
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FIGURE 5. Online and offline models of the proposed pathological voice detection system.
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