Class-wise Centroid Distance Metric Learning for Acoustic Event Detection
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\textbf{Abstract}

Designing good feature extraction and classifier models is essential for obtaining high performances of acoustic event detection (AED) systems. Current state-of-the-art algorithms are based on deep neural network models that jointly learn the feature representation and classifier models. As a typical pipeline in these algorithms, several network layers with nonlinear transforms are stacked for feature extraction, and a classifier layer with a softmax transform is applied on top of these extracted features to obtain normalized probability outputs. This pipeline is directly connected to a final goal for class discrimination without explicitly considering how the features should be distributed for inter-class and intra-class samples. In this paper, we explicitly add a distance metric constraint on feature extraction process with a goal to reduce intra-class sample distances and increase inter-class sample distances. Rather than estimating the pair-wise distances of samples, the distances are efficiently calculated between samples and class cluster centroids. With this constraint, the learned features have a good property for improving the generalization of the classification models. AED experiments on an urban sound classification task were carried out to test the algorithm. Results showed that the proposed algorithm efficiently improved the performance on the current state-of-the-art deep learning algorithms.

\textbf{Index Terms}: acoustic event detection, distance metric learning, class centroids, convolutional neural network.

1. Introduction

Acoustic scene and event detection (AED) is important for audio content analysis and audio information retrieval [1, 2, 3, 4, 5, 6]. In most AED algorithms, feature extraction and classifier modeling are included in a typical pipeline. How to design discriminative features for AED is essential to obtain a good performance of AED systems, especially for the generalization ability of the systems. With successful applications of deep learning (DL) framework in image and speech processing and recognition, the DL framework also has been applied in the AED tasks. The advantage of this DL framework is that they can automatically learn discriminative features and classifiers in a joint learning framework. Many models with various types of network architectures have been proposed in the DL framework. For example, the convolutional neural network (CNN) model can explore temporal- and/or frequency-shift invariant features for AED [7, 8, 9]. The recurrent neural network (RNN) model can extract long temporal-context information in feature representation for classification. With long short term memory (LSTM) units [10] or gated recurrent units (GRU) [11], the RNN can be efficiently trained for AED. Models that combines the advantages of the CNN and RNN also have been proposed, e.g., convolutional recurrent neural network (CRNN) model, where the CNN is used to explore frequency-shift invariant feature while the RNN is used to model the temporal structure in classification [12, 13].

In the DL framework for AED, there are two basic steps in modeling, one is how to encode the acoustic signals with various time durations to fixed-dimension feature vectors, the other is how to design a classifier to model these encoded feature vectors for classification. Correspondingly, in most DL based algorithms, a feature process module that stacks several neural network layers with nonlinear transforms is used for feature extraction, and a classifier module with a softmax transform is applied on top of these extracted features to obtain normalized probability outputs. The optimization goal is directly connected to the final classification accuracy on a training data set. Since the optimization is directly connected to the classification accuracy on a training data set, there is no guarantee of whether the extracted features are discriminative or not for a test set. Features as intermediate outputs in optimization, there is no explicit constraint on how their distributions should be. In consequence, it is easy for learned models to be overfitted to training data sets with weak generalization ability to testing sets. Therefore, explicit constraints should be given to feature extraction process in the DL framework. Intuitively, distribution of discriminative features of samples should have a small intra-class variation and large inter-class variation. Based on this intuition, several algorithms have been designed to combine distance metric learning in feature extraction. For example, in a large category of machine learning, feature learning takes into account of intra- and inter-class pair-wise distance measurements [14, 15, 16]. In the DL framework, nonlinear distance metric learning has been proposed for different applications [17, 18, 19, 20, 21], they all take a similar idea in feature extraction with the pair-wise Siamese network models as originally proposed in [23, 24, 19]. As a further generalization of the idea based on pair-wise Siamese network for feature extraction, triplet loss was proposed [22]. Most of these algorithms learn features with consideration of the feature distance or relation of intra-class (or positive) and inter-class (or negative) samples.

In order to reduce the large computational complexity due to the large number of pair-wise or triple-wise sample combinations, the center loss based algorithm [25] was proposed for discriminative feature extraction. In this algorithm, the intra-class center loss was applied as a constraint in discriminative feature extraction. The center loss is defined based on intra-class sample distances to their own class centroids where the centroid is an average of all samples in each class. Inspired by this center loss based idea, in our algorithm for AED, we explicitly add a distance metric constraint in feature extraction with a goal to reduce intra-class sample distances and increase inter-class sample distances. The distances are efficiently calculated between samples and class cluster centroids. With this con-
Feature transform with decreasing and increasing centroid distances of intra-class and inter-class samples respectively.

Two-stage coupling framework: (a) feature extraction and classifier modeling, (b) class-specific score calculation.

The basic idea is illustrated in Fig. 1. In a transformed space, one class specific centroid vector is marked as the cluster average for each class, and the class specific vectors are connected to the class centroids in a feature space.

In learning, the loss function is defined as the cross-entropy (CE) between the estimated and true targets:

$$l_{ce} = \frac{1}{\#Samples} \sum_{i=1}^{C} CE \left( y_i, \hat{y}_i \right) = - \sum_{i=1}^{C} \frac{y_i \log \hat{y}_i}{\#Samples},$$

where “#Samples” means the number of total training samples. From Eq. 3, we can see that the classification score is measured based on the inner product between the feature vector and a class specific vector where the class specific vector \( w^K \) for \( i = 1, 2, \ldots, C \) is learned without any explicit connections to the feature vector \( h^{K-1} \).

In feature space, one class specific centroid vector \( c_i \) is obtained as the class center averaged on all samples in each class \( i = 1, 2, \ldots, C \). In order to learn discriminative feature, the feature distributions should satisfy small intra-class distances and large inter-class distances. The class centroid distance is defined as \( d_{i} = \text{Dist} \left( h^{K-1}, c_i \right) \) (refer to Fig. 3). Suppose the \( j \)-th sample is with class label \( y_j \), then the sum of intra- and inter-class centroid distances are defined as:

$$d_{intra} = \sum_{i=1}^{C} \sum_{j \in \{ y_i = 1 \}} \text{Dist} \left( h^{K-1}, c_i \right),$$

$$d_{inter} = \sum_{i=1}^{C} \sum_{j \in \{ y_i \neq 1 \}} \text{Dist} \left( h^{K-1}, c_i \right).$$

where \( K = 1, \ldots, K - 1 \), and \( h^k \) is the input layer with feature vector \( x \), \( \cdot \ast \cdot \ast \) is a convolutional operator. \( W^K \) and \( b^K \) are the convolutional kernel matrix and bias of the \( k \)-th hidden layer, respectively. Furthermore, \( f^k (\cdot) \) is a nonlinear active function (an element-wise transform), parametric rectified linear unit (PReLU) is used in this study [26]. For an input acoustic event sample, the extracted feature representation is \( h^{K-1} \) (the last hidden layer output), based on this feature, the classifier model is designed as:

$$z = W^K h^{K-1} + b^K,$$

where \( z \in \mathbb{R}^C \) is the classification score vector with the \( i \)-th element \( z_i \) as a scalar score for the \( i \)-th class defined as \( i = 1, 2, \ldots, C \), and \( C \) is the total number of classes:

$$z_i = \langle w^K_i \rangle^T h^{K-1} + b^K_i = \langle w^K_i, h^{K-1} \rangle + b^K_i = \langle w^K_i, h^{K-1} \rangle,$$

where \( w^K_i \) is the \( i \)-th column of classifier matrix \( W^K \) which is a class-specific weighting vector, \( w^K_i \) and \( b^K_i \) are the augmented classifier and feature vectors, respectively. A softmax transform is applied on the classification scores for normalizing the scores to probabilities as:

$$\hat{y}_i = \frac{\exp (z_i)}{\sum_{j=1}^{C} \exp (z_j)}$$

In this framework for AED tasks which improves the performance.
there is a close relation in the classification score calculation.

Comparing Eqs. 3 and 8, we can see that takes the norm lengths and angles between the feature vectors and the other is inner product defined as:

$$\text{Dist}_{i_j} (h^{K-1}, c_i) = \left[ h^{K-1} - c_i \right]_2,$$  \hspace{1cm} (7)

and the other is inner product defined as:

$$\text{Dist}_{\text{inner}} (h^{K-1}, c_i) = \left< c_i, h^{K-1} \right>$$  \hspace{1cm} (8)

The inner product defined in Eq. 8 is a similarity metric which takes the norm lengths and angles between the feature vectors and centroid vectors. Comparing Eqs. 3 and 8, we can see that there is a close relation in the classification score calculation. The only difference is that the class-wise vector in Eq. 3 is not constrained as the class-wise centroid.

2.3. Integration of class-wise centroid distance metric learning in classification modelling

We can add the distance metric learning in conventional CE based learning (defined in Eq. 5) as a regularization term by minimizing intra-class distances $d_{\text{intra}}$ while maximizing inter-class distances $d_{\text{inter}}$ (negative for inner product based similarity metric). Theoretically, the learned features should be discriminative with a better generalization property than without the explicit regularization. However, due to the different dynamic ranges of the losses in CE and distance metric, it is difficult to control a good balance between the CE and distance metric learning with optimization algorithms. We further define the distance metric based classifier model with a normalized score. For a feature vector $h^{K-1}$, following the definition in Eq. 4, the normalized probability score is defined for Euclidean distance based metric as:

$$s_i = \frac{\sum_{j=1}^{C} \exp \left( -\text{Dist}_{i_j} (h^{K-1}, c_i) \right)}{\sum_{j=1}^{C} \exp \left( -\text{Dist}_{i_j} (h^{K-1}, c_i) \right)}$$  \hspace{1cm} (9)

And similarly for inner product based metric is defined as:

$$\hat{s}_i = \frac{\exp \left( \text{Dist}_{\text{inner}} (h^{K-1}, c_i) \right)}{\sum_{j=1}^{C} \exp \left( \text{Dist}_{\text{inner}} (h^{K-1}, c_j) \right)}$$  \hspace{1cm} (10)

In both conditions, the loss function is defined as:

$$l_{\text{metric}} = \sum_{i=1}^{\#\text{Samples}} \text{CE} (s_i, \hat{s}_i) = -\sum_{i=1}^{\#\text{Samples}} \sum_{i=1}^{C} s_i \log \hat{s}_i$$  \hspace{1cm} (11)

In this definition, $s_i$ can be regarded as similarity label which is the same as class label $y_i$. Eq. 11 can be used independently for optimization in classification modeling. In our study, the performance is a little worse than directly using $l_{\text{ce}}$ in optimization as defined in Eq. 5. We combine them to the following loss in optimization as:

$$l_{\text{total}} = l_{\text{ce}} + \lambda l_{\text{metric}},$$  \hspace{1cm} (12)

where $\lambda$ is a regularization coefficient to control the tradeoff between the two losses. The method of learning the model parameters is based on minimizing this objective function defined in Eq. (12) with additional parameter regularization (e.g., weight decay) as follows:

$$l_{\text{total}} (\Theta) = l_{\text{ce}} (\Theta) + \lambda l_{\text{metric}} (\Theta) + \alpha R (\Theta),$$  \hspace{1cm} (13)

where $\Theta = \{ W^k, b^k, k = 1, 2, ..., K \}$ is the model parameter set with neural weight matrix $W^k$ and bias $b^k$. $R (\Theta)$ is the regularization for model parameters (e.g., either $L_2$ or $L_1$ regularization) which has been shown to improve the generalization ability of the model.

3. Experiments and results

We carried out experiments on an AED task where the UrbanSound8K data corpus was used. The task is to recognize acoustic scene or event categories with given duration of acoustic signals [7, 27], and many studies carried out research work based on deep architectures to test their algorithms on this data corpus [7, 8, 27]. In this data corpus, there are 8732 sound clips (less than 4 seconds) of 10 classes labeled on clip-level as: air conditioner, car horn, playing children, dog bark, drilling, engine idling, gun shot, jackhammer, siren, street music. All sounds were organized into ten folds. In our study, samples in eight folds were used as training set, and samples in the remaining two folds were used for validation and testing sets respectively. The log compressed Mel filter band spectrum (MFBS) was used as input to the network model. In the MFBS extraction, all sounds were down-sampled with a 16 kHz sampling rate, 512-point windowed FFT with 256-point shift was used for frame-based power spectrum extraction, and 60 Mel filter bands were used for subband spectrum extraction.

Many models based on deep learning have been proposed for the AED [7, 8, 4]. Among these models, the DCNN based models perform consistently well due to their strong power in temporal-frequency invariant feature extraction. Therefore, in this paper we implemented a DCNN as a baseline model. The DCNN was composed of two convolutional blocks, and each block was with a convolution layer (256 kernels with a receptive field as 3*3 for each), PReLU nonlinear activation function, and max-pooling. A global average pooling (GAP) was applied to the output of the last convolution block to obtain a fixed-dimension feature vector for each training sample. In order to enhance the DCNN model, batch normalization (BN) algorithm was applied to increase the training speed and improve the performance [29]. In our implementation, a little different from the original usage of the BN [29], the BN was applied in the input layer of each convolution processing. The proposed class-wise centroid distance metric based learning was integrated in
In this paper, we confirmed that learning with a distance metric, i.e., explicitly adding constraints to reduce intra-class sample distances and increase inter-class sample distances, is effective in discriminative feature learning hence to improve generalization of classification models. For a further understanding, based on a learned model, the sample intra-class and inter-class centroid distances are calculated, and their distributions are showed in Fig. 5. From this figure, we can see that centroid distances for intra-class and inter-class samples have been clearly discriminated based on the learned features. Also from this figure, we can see that the learned features have different capacities in discriminating different class from the other left classes, for example, Gun-shot event (panel (c) in Fig. 5) is much easier to be discriminated from other event categories, while the learned features are not friend for discriminating street-music event from other event categories (panel (d) in Fig. 5). In the future, we will further develop this idea and carry out large scale experiments to examine the capacity of the algorithm.
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