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Abstract

In this study, we propose a novel noise adaptive speech enhancement (SE) system, which employs a domain adversarial training (DAT) approach to tackle the issue of a noise type mismatch between the training and testing conditions. Such a mismatch is a critical problem in deep-learning-based SE systems. A large mismatch may cause a serious performance degradation to the SE performance. Because we generally use a well-trained SE system to handle various unseen noise types, a noise type mismatch commonly occurs in real-world scenarios. The proposed noise adaptive SE system contains an encoder-decoder-based enhancement model and a domain discriminator model. During adaptation, the DAT approach encourages the encoder to produce noise-invariant features based on the information from the discriminator model and consequently increases the robustness of the enhancement model to unseen noise types.

Herein, we regard stationary noises as the source domain (with the ground truth of clean speech) and non-stationary noises as the target domain (without the ground truth). We evaluated the proposed system on TIMIT sentences. The experiment results show that the proposed noise adaptive SE system successfully provides significant improvements in PESQ (19.0%), SSNR (39.3%), and STOI (27.0%) over the SE system without an adaptation.

Index Terms: Speech enhancement, domain adversarial training, domain adaptation, deep neural networks

1. Introduction

Speech enhancement (SE) has been widely used as a preprocessor in speech-related applications, such as speech coding, hearing aids [1], automatic speech recognition (ASR), and cochlear implants [2]. In the past, various SE approaches have been developed. Notable examples include spectral subtraction [3], minimum-mean-square-error (MMSE)-based spectral amplitude estimator [4], Wiener filtering [5], and non-negative matrix factorization (NMF) [6]. Recently, deep denoising autoencoder (DAAE) and deep neural network (DNN)-based SE models have also been proposed and extensively investigated [7]-[10]. However, one of the critical problems in data-driven SE is the mismatch between the training and testing environments.

In real-world scenarios, the acoustic environment where we deploy our enhancement model can be vastly different from our training examples, and unseen noises can seriously degrade the quality of processed signal. One way to overcome this problem is to collect as many types of noises as possible to increase the quality of processed signal. One way to overcome this problem is to collect as many types of noises as possible to increase the quality of processed signal. One way to overcome this problem is to collect as many types of noises as possible to increase the quality of processed signal. One way to overcome this problem is to collect as many types of noises as possible to increase the quality of processed signal. One way to overcome this problem is to collect as many types of noises as possible to increase the quality of processed signal. One way to overcome this problem is to collect as many types of noises as possible to increase the quality of processed signal. One way to overcome this problem is to collect as many types of noises as possible to increase the quality of processed signal. One way to overcome this problem is to collect as many types of noises as possible to increase the quality of processed signal. One way to overcome this problem is to collect as many types of noises as possible to increase the quality of processed signal.

The rest of the paper is organized as follows. We review some works focused on domain adaptation for speech-related tasks in Section 2. In Section 3, we provide a detailed explanation of our approach, including the objective functions. The experiment settings and results are presented in Section 4. Finally, we provide some concluding remarks in Section 5.

2. Related work

Generative Adversarial Network (GAN) [17] has recently attracted great attention in the deep learning community. Adversarial training is capable of modeling a complex data distribution by employing an alternative mini-max training scheme between a generator network and a discriminator network. One of its applications is to serve as a new objective function for a regression task. Instead of explicitly minimizing the L1/L2 losses, which can cause over-smoothing results, the discriminator provides a high-level abstract measurement of the “realness” of the generated images. This idea has been used in SE tasks with parallel [18]-[23] or nonparallel corpora [24]-[25].

Another important application of adversarial training is domain adaptation. In a data-driven-based pattern classification/regression task, the mismatch between the training and testing conditions is also known as the domain shift problem, which can cause a serious performance degradation.
One way to tackle this problem is to match the data distributions across domains. Ganin et al. [14] proposed utilizing adversarial training to produce high-dimensional features that were indistinguishable for a discriminative domain classifier. Such an idea has been deployed in various speech processing frameworks for extracting domain-invariant features. In [26][27], the authors matched the distributions of the clean and distorted speeches in the feature space, and confirmed that the noise-invariant features were beneficial to robust acoustic models. In [28–31], speaker-invariant and accent-invariant features were extracted in a similar fashion for speaker recognition and speech recognition. In [32], Domain Separation Network with three network components was used to extract the features. The component shared by both domains was optimized with the classification loss and DAT. To further increase the degree of domain-invariance, two private components were separately trained to be orthogonal to the shared component. Although DAT has frequently been utilized in noise-robust speech recognition, all uses have been in classification tasks. In this study, we confirmed that DAT can be deployed on an SE system as well.

3. Domain adversarial speech enhancement

We assume a scenario in which only a small amount of noisy utterances that match the testing condition (i.e., the non-stationary noise environment) are available, and there is no corresponding sentences that match the testing condition (i.e., the non-stationary noise environment). We denote the speech dataset under stationary noises as $T$, where $T$ is the total number of training samples from the source domain. $x_i$ and $y_i$ are the noisy signal and its corresponding clean signal, $c_i \in \{1, ..., C\}$ indicates the noise type of the $i$-th data, and $C$ denotes the number of noise classes. The unlabelled speech dataset under non-stationary noises is denoted as $T = \{x_j, c_j\}_{j=1}^M$, where $M << N$. The goal is to utilize these unlabelled data to minimize the domain mismatch.

3.1. Domain adversarial training

Our network consists of three components: the encoder network $E(x; \theta_{enc})$ whose input is noisy speech $x$ and output is the extracted feature vector $f$, the decoder network $D(f; \theta_{dec})$ that estimates clean acoustic feature $y$ given input $f$, and the discriminator network $Disc(f; \theta_{disc})$ that outputs a probability distribution over multiple noise types. The discriminator tries to correctly predict the noise types, whereas the encoder tries to maximize the prediction error. As a result, the encoder tends to produce noise-invariant features, thereby reducing the mismatch problem.

3.2. Objective functions

We take the regression approach as our SE objective function, which minimizes mean-absolute-error between the ground truth of the clean speech and the output of the decoder network:

$$L_{regress} = \frac{1}{N} \sum_{i=1}^{N} |D(f_i) - y_i|$$

where $N$ is the total number of training samples from the source domain, $x_i$ and $y_i$ are the $i$-th paired noisy and clean speeches. The discriminator is optimized by minimizing the categorical cross-entropy loss, denoted as $L_{DAT}$:

$$L_{DAT} = -\frac{1}{M+N} \sum_{i=1}^{M+N} \sum_{k=1}^{C} c_{ik} \log P(c_i = k|f_i)$$

where $P(c_i = k|f_i)$ is the discriminator output after softmax, and $c_{ik}$ denotes the $k$-th value in one-hot expression of label $c_i$.

We attempted two methods to realize adversarial training. First, following [14], a gradient reversal layer (GRL) is inserted between the discriminator and the encoder. In the forward-pass, the GRL acts as an identity layer that leaves the input unchanged, but reverses the gradient passing through it by mul-
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Table 1: The average PESQ, SSNR, and STOI scores for evaluating BLSTM-L, BLSTM-60, and BLSTM-U on the test set at five different SNR levels and the average scores across all SNRs. BabyCry is the adapted target domain noise type, while Cafeteria is the unseen noise type. The adaptive model (BLSTM-60) is superior to the baseline (BLSTM-L) across all SNRs for three metrics. The highest scores per metric are highlighted with bold text, excluding the BLSTM-U.

<table>
<thead>
<tr>
<th>SNR(dB)</th>
<th>BLSTM-L (Baseline)</th>
<th>BLSTM-60</th>
<th>BLSTM-U (Oracle)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PESQ</td>
<td>SSNR</td>
<td>STOI</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-3</td>
<td>1.803</td>
<td>-3.995</td>
<td>0.775</td>
</tr>
<tr>
<td>3</td>
<td>2.181</td>
<td>-0.609</td>
<td>0.844</td>
</tr>
<tr>
<td>6</td>
<td>2.373</td>
<td>1.007</td>
<td>0.871</td>
</tr>
<tr>
<td>9</td>
<td>2.557</td>
<td>2.399</td>
<td>0.894</td>
</tr>
<tr>
<td>12</td>
<td>2.730</td>
<td>3.808</td>
<td>0.910</td>
</tr>
<tr>
<td>Avg.</td>
<td>2.329</td>
<td>0.522</td>
<td>0.859</td>
</tr>
</tbody>
</table>

multiplying it by a negative scalar $\lambda$ in the backward-pass. Another way is to optimize the encoder and the discriminator alternatively, as in [17]. The choice of GRL instead of alternating minimization can be viewed as different approximations of minimax [33], and the second scheme stabilized the training and produced better results in our preliminary experiments. Finally, the network parameters are updated via gradient descent, and the overall update rules are as follows:

$$\theta_{\text{enc}} \leftarrow \theta_{\text{enc}} - \alpha \left( \frac{\partial L_{\text{regress}}}{\partial \theta_{\text{enc}}} - \lambda \frac{\partial L_{\text{DAT}}}{\partial \theta_{\text{enc}}} \right)$$  

$$\theta_{\text{dec}} \leftarrow \theta_{\text{dec}} - \alpha \frac{\partial L_{\text{regress}}}{\partial \theta_{\text{dec}}}$$  

$$\theta_{\text{disc}} \leftarrow \theta_{\text{disc}} - \alpha \frac{\partial L_{\text{DAT}}}{\partial \theta_{\text{disc}}}$$

where $\alpha$ is the learning rate, and the hyperparameter $\lambda$ is the importance weight between two objectives.

4. Experiments

The TIMIT database [34] was used to prepare the training and test sets. For the training set, 500 utterances were randomly selected from the TIMIT training set and corrupted with five stationary noise types (the source domain) at six SNR levels (-5 dB, 0 dB, 5 dB, 10 dB, 15 dB, and 20 dB) to form 15,000 source domain training data. Another 220 utterances were mixed with the non-stationary noise type (the target domain) to form the adaptation dataset. In this paper, the stationary noise types include car noise, engine noise, soft wind noise, strong wind noise, and pink noise, and the non-stationary noise type is a baby-cry noise. Hence, the total number of noise classes $C$ was six in the following experiments. For the test set, to evaluate the adaptation performance, 192 utterances from the core test set of TIMIT database were corrupted with the same non-stationary noise type (baby-cry) of the target domain. Unseen non-stationary noise type cafeteria babble was also used to evaluate the generalization ability of the adapted SE model.

4.1. Implementation

We used a BLSTM [35,36] model as building block for the SE network. The encoder and the decoder each contains a bidirectional LSTM layer with 512 nodes, and the decoder contains a fully connected layer with 257 linear nodes at the output for spectrogram estimation. The discriminator herein was a unidirectional LSTM with 1,024 nodes, and a fully connected layer with 6 nodes followed by a softmax layer to predict the noise type. The Adam algorithm [37] was used for training, with a learning rate of 0.0001 and 0.0005 for the SE model and the discriminator, respectively. The batch size is set to 16. We found that models are robust to the choice of $\lambda$ as long as it is below 0.1, and $\lambda = 0.05$ was chosen through out all adaptation models.

The sampling rate of our speech data is 16 kHz. We extracted the time-frequency (T-F) features using a 512-point short time Fourier transform (STFT) with a hamming window size of 32 ms and a hop size of 16 ms, resulting in feature vectors consisting of 257-point STFT log-power spectra (LPS). For the SE model, we split each training utterance into multiple segments of 32 frames, and thus the input and output of our encoder-decoder will be a matrix of 257x32. Finally, multiple decoder outputs were concatenated and synthesized back to the waveform signal via the inverse Fourier transform and an overlap-add method. We used the phases of the noisy signals for the inverse Fourier transform. Further details and the demo may be found at [https://github.com/jerrygood0703/noise_adaptive_DAT_SE](https://github.com/jerrygood0703/noise_adaptive_DAT_SE).

In the following experiments, we will evaluate our SE algorithm from three aspects: speech quality, noise reduction, and speech intelligibility. Therefore, PESQ, SSNR (in dB), and STOI will be used to evaluate the enhanced speech, respectively. For all three, a higher score indicates better results.

4.2. Results

For a fair comparison, we used the same model architecture, weight initialization, and training scheme for all models compared during the experiments. The baseline is denoted as BLSTM-L, with $\lambda$ set to zero, meaning that only the source domain data were used to train the model parameters. First, we
We denote BLSTM-60 (-140 and -220) as the proposed models, where the number represents the amount of target domain noisy speech data seen during training. The PESQ scores for the unprocessed speech are 1.506, 1.882, 2.075, 2.261, and 2.456 at -3 dB, 3 dB, 6 dB, 9 dB, and 12 dB, respectively, with the average of 2.036.

Table 1 shows the results of the average PESQ, SSNR, and STOI scores on the test set for the BLSTM-L, BLSTM-60, and BLSTM-U. For the baby-cry noise set, we can see that with only 60 noisy utterances for adaptation, the proposed model outperformed the baseline at every SNR levels by a large margin. It covers 19.0%, 39.3%, and 27.0% of the gap between the baseline and upper-bound model, with respect to the average PESQ, SSNR, and STOI. For the cafeteria babble noise set, we tested the SE performance using the model adapted with the baby-cry noise. The results show that the proposed model does not overfit to the adapted noise, and even attains slightly better scores. We hypothesize that DAT learns more generalized features by explicitly constraining the encoder to be noise invariant, thus making the decoder noise independent. Research into the generalization ability will be left for future studies.

In Figure 2, we show the effectiveness of DAT on different amounts of target domain adaptation data. We can see that PESQ gradually increases when there are more target domain noisy speech data involved in training. Since unlabelled noisy speech data are easily acquired, the benefit from noise adaptive training is promising. Finally, examples of enhanced spectrograms of the baseline model, proposed methods, and upper-bound are shown in Figure 3. It is clearly shown that noises are more suppressed for the models using DAT than the baseline. In summary, the models equipped with noise adaptation achieved higher scores than the models without adaptation.

5. Conclusions and Future work

In this paper, we studied the problem of noise mismatch in SE systems. We propose tackling the problem using a DAT algorithm on a BLSTM model. Utilizing unlabelled target domain noisy speech, we aimed at extracting noise-invariant features. Experimental results show that the proposed model achieves significant improvements over the baseline model using only a few noisy data. To the best of our knowledge, this is the first study adopting DAT to adapt an SE model to unseen noise types with an improved performance. In the future, we plan to study the generalization ability of SE systems with respect to unseen noise types.
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