ABSTRACT

Although deep-learning algorithms have made great advances on speech enhancement (SE), SE performance is still limited against highly challenging conditions, such as unseen noise types or very low signal-to-noise ratios (SNRs). Given that the mechanisms of vocal articulation are robust or even unaffected by changes in the auditory environment, we propose a novel multimodal audio-articulatory-movement SE model (AAMSE) to improve performance in such challenging conditions. We combine articulatory movement features and audio data for both waveform-mapping-based and spectral-mapping-based SE systems with three fusion strategies. Experimental results confirm that by combining the modalities, AAMSE notably improves the SE performance in both speech quality and intelligibility compared to the audio-only SE baselines. Furthermore, AAMSE shows robust results under very low SNRs and unseen noise type conditions.

**Index Terms**— articulatory movement, neural network, multimodal learning, speech enhancement

1. INTRODUCTION

Speech enhancement (SE) aims to improve speech quality and intelligibility by reducing noise components within distorted speech signals. SE has been commonly used as a pre-processing step of various speech-related applications, such as automatic speech recognition (ASR) [1][2][3], speaker recognition [4], and hearing aids [5][6]. Recently, neural-network (NN)-based SE methods have come to dominate the research field. The deep denoising autoencoder [7][8][9], fully connected neural network [10][11][12], convolutional neural network [13][14][15], and long short-term memory model [16][17][18] are well-known SE methods that adopt NN models as the core architecture.

NN-based SE methods usually only use audio signals as the input, but the contingent weak point is that the SE performance decreases drastically when encountering unseen noise types or very low signal-to-noise-ratio (SNR) conditions. To address this issue, [19][20] have proposed audio-visual multimodal SE systems. However, visual data introduces more limitation—only the external vocal tract (lips) are considered, greater storage and processing capacities are required, and unseen video conditions (capture quality/lighting, obstructions, facial angles, sudden movements, etc.) will limit performance similar to unseen audio—the same weakness it attempted to improve. On the other hand, articulatory movements have been confirmed to provide useful and complementary information to acoustic signals, and can be used to synthesize speech signals [21][22].

In this study, we use Electromagnetic Midsagittal Articulography (EMMA) data as our articulatory movement features. The technology captures articulatory movements by using an electromagnetic field to induce currents in sensors which are placed on articulators, such as tongues or lips. In previous works, Wei et al. [23] studied the articulators’ contribution during a speech. Hiroya et al. [24] used an HMM-based speech production model to estimate articulatory movements from speech acoustics. However, to our best knowledge, no one has tried to use articulatory movements as additional features in SE systems.

We test audio-articulatory-movement SE (AAMSE) models with three fusion strategies in both waveform-mapping-based and spectral-mapping-based SE systems. Experimental results show that the proposed AAMSE models outperform the baseline audio-only SE models, and still achieve high intelligibility even in low signal-to-noise ratio (SNR) levels.

The rest of the paper is organized as follows. Section 2 introduces the related works. The proposed articulatory movement features and the AAMSE frameworks are presented in Section 3. Experimental details and results are given in Section 4 to demonstrate the performance of the proposed approaches. Section 5 concludes our work.

2. RELATED WORKS

We implement AAMSE on one waveform-mapping-based and two spectral-mapping-based SE systems. Fully convolutional neural networks (FCN) have been confirmed to be an effective waveform-mapping-based SE model [14]. In this study, we integrate the articulatory movements in the time domain with this model. We also adopt two spectral-mapping-based models: the time delay neural network...
(TDNN) \cite{25} and bi-directional long short-term memory networks (BLSTM). The two models both consider the temporal relation within speech signals. TDNN is a fully-connected feed-forward neural network that has been proven to be powerful in handling temporal dependencies, and the BLSTM network considers both forward and backward sequences of inputs. Compared with regular feed-forward neural networks, LSTMs have feedback connections, so the BLSTM can extend attention over arbitrary time intervals and is suitable to process time series data such as speech signals and articulatory movements.

For the waveform-mapping-based systems, SE directly processes speech waveforms. For the spectral-mapping-based systems, short-time Fourier transform (STFT) and inverse STFT are applied to transform speech between waveforms and spectral features, where only the magnitude components are enhanced, while the phase components are borrowed from the original noisy speech.

3. PROPOSED AAMSE

In this section, we first explain the EMMA signals, which are used as our articulatory movement data. Then, we will introduce the proposed AAMSE system with three fusion strategies.

3.1. Characteristics of the articulatory movement data

![Fig. 1. Positions of the EMMA sensors.](image)

In this study, we use EMMA (collected by NTT, Tokyo, Japan) as the articulatory movement data. The sensor coils of EMMA are placed at the upper lip (UL), lower lip (LL), upper jaw (UJ), lower jaw (LJ), tongue tip (T1), tongue blade (T2), tongue dorsum (T3), tongue rear (T4), and velum (VM) as shown in Fig. 1. EMMA records the Cartesian coordinates of each sensor points at a sampling rate of 250 Hz. Fig. 2 shows the speech spectrograms and the EMMA signals of two speakers speaking the same utterance. Both the spectrograms and EMMA signals present similar patterns, indicating that these signals are highly-related to pronunciations.

3.2. Three fusion strategies

The goal of SE is to convert a noisy speech signal $s$ into an enhanced speech signal $\hat{x}$ that is close to the clean speech signal $x$. We define $s$ as: $s = x + n$, where $x$ denotes the clean speech signal and $n$ represents the noise signal.

AAMSE is a multimodal problem. The physical meaning of an audio signal is the sound intensity, while that of a articulatory movement is the trajectory of organs in the vocal tract. We reason that these different mechanisms, both containing information about speech, should improve performance over the single audio modality when combined. We test three fusion strategies: (1) direct concatenating, (2) unilateral encoding, and (3) bilateral encoding to integrate audio and articulatory movement data. Fig. 3 illustrates the structure of the three fusion strategies. The audio speech signal and the EMMA signal are denoted as $s$ and $e$, and $v$ is the input of the SE model. We aim to find an audio encoder $E_s$, an EMMA encoder $E_e$, and a SE network $En$ such that the enhanced signal $\hat{x} = En(v)$ is close to the clean signal $x$.

- Direct concatenating:

$$v = Concat(s, e)$$  \hspace{1cm} (1)
• Unilateral encoding:
  \[ v = \operatorname{Concat}(s, E_e(e)) \]  
  (2)

• Bilateral encoding:
  \[ v = \operatorname{Concat}(E_a(s), E_e(e)) \]  
  (3)

4. EXPERIMENTS

4.1. Experimental setup

The EMMA dataset contains articulatory and speech signals from 3 speakers, each providing 354 utterances. The two types of signals are recorded at the same time with a sampling rate of 250Hz for EMMA and 16kHz for speech. We align the two signals by upsampling the EMMA signals to 16kHz. The training set includes 304 utterances from each speaker, and the testing set includes the remaining 50 utterances. We use 100 different noises \([26]\) to prepare the noisy training data at 8 SNRs \((\pm 1\text{dB}, \pm 4\text{dB}, \pm 7\text{dB}, \text{and} \pm 10\text{dB})\). Each clean utterance is contaminated by 5 randomly selected noises at the 8 SNRs. In testing data, each clean utterance is corrupted by 7 noises (car noise, engine noise, pink noise, white noise, background talkers, and two kinds of street noises) at 6 SNRs \((-8\text{dB}, -5\text{dB}, -2\text{dB}, 0\text{dB}, 2\text{dB} \text{and} 5\text{dB})\).

Experimental results are evaluated using PESQ \([27]\) and STOI \([28]\) for speech quality and intelligibility, respectively. We also test our results on a pre-trained ASR system \([29]\) and calculate the character correct rate (CCR) by Levenshtein distance \([30]\).

4.2. Implementation details

The structures of the waveform-mapping-based and the spectral-mapping-based SE systems are shown in Table 1. All waveform-mapping-based FCN \([14]\) models are trained with L2 loss and the Adam optimizer \([31]\) with a learning rate of 0.001. For the spectral-mapping-based models, we use STFT with window size 512, hop length 128 and log1p magnitude spectrograms \([32]\) as our audio input feature. All spectral-mapping-based TDNN \([25]\) and BLSTM models are trained with L1 loss and Adam optimizer \([31]\) with a learning rate of 0.0001. For each SE model, we keep the same SE network structure under the audio-only condition and the audio-articulatory-movement condition with the fusion strategy of direct concatenating.

4.3. Experimental results

The spectrograms of the enhanced audio signals in Fig. 4 show that all the models reduce distortions. However, the results of the AAMSE models are better than the audio-only SE baselines, which can be observed in the silent region.

The PESQ and STOI of the original noisy speech and that of the audio-only baselines are shown in Table 2. All the waveform-mapping-based and spectral-mapping-based audio-only SE systems yield higher scores than the original noisy speech. Table 3 and Table 4 present the average scores (white part) and the improvement (gray part, compared to audio-only models) of PESQ and STOI. Except for the FCN with unilateral encoding, all AAMSE models achieve higher scores than the audio-only SE models. A potential reason for the poor performance of FCN with unilateral encoding is the information loss on channel reduction. SE is an audio-dominant task, so we designed the EMMA channel number lesser or equal to the audio channel number. The unilateral EMMA encoder encodes EMMA signals from 18 channels to only 1 channel, which is the same size as audio signals. Note that the bilateral EMMA encoder encodes EMMA signals to 18 channels without a channel reduction.

Fig. 5 shows the SE improvement of the best audio-only SE model (BLSTM) and the best AAMSE model (BLSTM with unilateral encoding) compared to the scores of the original noisy signals in different SNRs. The performance of both models improve in terms of PESQ and STOI, and the AAMSE

<table>
<thead>
<tr>
<th>Audio encoder</th>
<th>EMMA encoder</th>
<th>SE network</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direct</td>
<td>Concatenating</td>
<td>FCN</td>
</tr>
<tr>
<td>Audio only</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>Direct</td>
<td>Concatenating</td>
<td>-</td>
</tr>
<tr>
<td>Unilateral</td>
<td>Concatenating</td>
<td>-</td>
</tr>
<tr>
<td>Bilateral</td>
<td>Concatenating</td>
<td>-</td>
</tr>
<tr>
<td>Audio only</td>
<td></td>
<td>TDNN(257)+7</td>
</tr>
<tr>
<td>Direct</td>
<td>Concatenating</td>
<td>-</td>
</tr>
<tr>
<td>Unilateral</td>
<td>Concatenating</td>
<td>TDNN(18)+2</td>
</tr>
<tr>
<td>Bilateral</td>
<td>Concatenating</td>
<td>TDNN(18)+2</td>
</tr>
<tr>
<td>Audio only</td>
<td></td>
<td>BLSTM(500)+3</td>
</tr>
<tr>
<td>Direct</td>
<td>Concatenating</td>
<td>-</td>
</tr>
<tr>
<td>Unilateral</td>
<td>Concatenating</td>
<td>BLSTM(36)+3</td>
</tr>
<tr>
<td>Bilateral</td>
<td>Concatenating</td>
<td>BLSTM(18)+4</td>
</tr>
</tbody>
</table>

Table 1. The structures of the waveform-mapping-based and the spectral-mapping-based SE systems. In waveform-mapping-based FCN \([14]\), \(f\) is the number of the output filters, and \(k\) is the kernel size. In spectral-mapping-based TDNN \([25]\) and BLSTM, the numbers in brackets represent the output size.
model outperforms the audio-only SE model. The CCR of the audio-only SE model decreases like the result reported in [33], while that of the AAMSE model increases, indicating that the articulatory movement features can provide more information about intelligibility. We test the performance of our best AAMSE model (BLSTM with unilateral encoding) with 4 less invasive sensors (UL, LL, LJ, and T1). Experimental results in Fig. 5 show that the AAMSE (fewer) model achieves better performance than the audio-only SE model, indicating that a lesser combination of articulatory movement features may be sufficient for SE tasks.

5. CONCLUSION

In this paper, we propose AAMSE on both waveform-mapping-based and spectral-mapping-based SE systems and investigate three fusion strategies. Experimental results show that articulatory movements can effectively improve the SE performance, and they are helpful especially in low SNRs. The contributions of this paper are twofold. First, we confirmed the effectiveness of incorporating articulatory movements into SE systems. Second, we verified that even with only 4 sensors, the extra articulatory features can still provide useful information to SE tasks. The findings from the present study are positive and serve as a useful guide to design devices to collect articulatory movement data.
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<table>
<thead>
<tr>
<th>Audio-only</th>
<th>Direct concatenating</th>
<th>Unilateral encoding</th>
<th>Bilateral encoding</th>
</tr>
</thead>
<tbody>
<tr>
<td>FCN</td>
<td>2.311</td>
<td>+0.342</td>
<td>2.575</td>
</tr>
<tr>
<td>TDNN</td>
<td>2.064</td>
<td>+0.338</td>
<td>2.434</td>
</tr>
<tr>
<td>BLSTM</td>
<td>2.329</td>
<td>+0.464</td>
<td>2.839</td>
</tr>
</tbody>
</table>

Table 3. PESQ of different SE models (noisy=1.530).

<table>
<thead>
<tr>
<th>Audio-only</th>
<th>Direct concatenating</th>
<th>Unilateral encoding</th>
<th>Bilateral encoding</th>
</tr>
</thead>
<tbody>
<tr>
<td>FCN</td>
<td>0.814</td>
<td>+0.067</td>
<td>0.862</td>
</tr>
<tr>
<td>TDNN</td>
<td>0.738</td>
<td>+0.078</td>
<td>0.820</td>
</tr>
<tr>
<td>BLSTM</td>
<td>0.801</td>
<td>+0.084</td>
<td>0.891</td>
</tr>
</tbody>
</table>

Table 4. STOI of different SE models (noisy=0.686).
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