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Abstract—Voice disorders are one of the most common medical diseases in modern society, especially for those who with occupational voice demand. In this paper, we investigate a stacked ensemble learning method to classify pathological voice disorders by combining acoustic signals and medical records. In the proposed ensemble learning framework, stacked support vector machines (SVMs) form a set of weak classifiers, and a deep neural network (DNN) acts a meta learner. Acoustic features and medical records are combined to attain better classification performance based on the high complexity of meta learner. Results showed that the proposed approach significantly outperforms individual SVM and DNN classifiers, and showed a performance improvement over the two-stage-DNN based fusion classifier. The proposed approach achieved 89.83% accuracy and 85.84% unweighted average recall in a three-disorder classification task, confirming the effectiveness of the ensemble learning for pathological voice classification.

Index Terms—pathological voice, acoustic signal, ensemble learning, binary classification

I. INTRODUCTION

Acoustic sensing enables a variety of applications and health monitoring is one of the possibility [1, 2, 3]. Voice disorders are one of the most common medical disease in modern society. The health condition of the human voice can significantly affect social life of an individual. Diagnosing the early-stage voice disorders is critical. The standard to detect voice disorders is generally by a meticulous laryngeal examination procedure called “laryngeal endoscopy” [1, 4]. A major problem performing this procedure is that well-trained experts are needed because laryngeal endoscopy requires physical intrusion in the patient’s body and sufficient medical knowledge. This standard procedure makes people, who lives in remote-area, difficult to have convenient diagnose because of limited access to medical services.

To mitigate the problem and lower the examination costs, non-invasive screening methods have been proposed [5]. A non-intrusive screening approach to detect voice disorder analyzes the patient’s voice directly. Clinically, voice is considered as multi-dimensional measurement tool and can be used to identify the reason, severity, and prognosis of a disease as well as to develop a therapeutic program for the cure [6]. Mean airflow rate (MAFR) can be reduced because of abnormalities in the respiratory system. These phenomena can be further diagnosed to identify the clinical reason behind it [6], e.g.: vocal fold paralysis causes high MAFR whereas specific dysphonia results lower MAFR [6]. An expert can estimate the deviation from the optimum, which can be useful for therapy modeling through patients phonating the vowels /a:/, /ɪ:/ and /u:/ [6]. Although this method is non-intrusive, it still requires an experienced operator to give us the diagnosis. In contrast, automated pathological voice diagnosis can be used as an inexpensive pre-screening tool to identify the disease remotely, [4, 5]. Some study has proposed an automatic detection of voice disorders based on the analysis of the acoustic quality of the voice signal patients to provide a better system for the diagnosis. This method is attractive since it enables an early screening for voice disorders in settings where optimal medical expertise and or facilities are not required.

A machine learning model using voice signal can be an effective way to identify the pathological voices [4, 7]. Numerous algorithms for effective pattern recognition have been developed in recent years. Support vector machines (SVM) [8] and AdaBoost are two well-known examples. When the task is binary classification, SVM can provide satisfactory performance [9]. While there are multiple classes at the output, more complex models are needed to reach good performance. For example, in [10], a multiclass version of AdaBoost was proposed for speech recognition. A more common approach is to construct the multiclass classifier by combining the outputs of multiple binary classifiers [9]. Typically, the combination is done via a simple nearest-neighbor rule, which finds the class that is closest to the given input and the final output.

In this paper, we proposed a stacked ensemble learning approach to perform pathological voice detection. Specifically, we extract features from voice samples provided by Fast Eastern Memorial Hospital (FEMH). The dataset contains voice samples of patients...
phonating the vowel [a:] for 3-second sustained three common voice disorders including neoplasm, phono trauma and vocal palsy. From this dataset, we use stacking ensemble learning to perform classification of the three classes. The stacking ensemble model is based on multimodality, namely acoustic waveforms and medical records. We first use a stack of SVM models, each performing binary classification. Then, the outputs of these SVMs are then fused by a deep neural network (DNN) to generate the final output. Experimental results show that the stacking method of ensemble learning showed a performance improvement about 2.57% (test accuracy) over the recent Two Stage DNN (TSD) based multiclass classifier. The proposed stacking method also shows significantly improved accuracy, as compared to individual learning algorithms. The proposed approach achieved 89.83% for accuracy and 85.84% for UAR, confirming that the ensemble learning can be utilized in various similar scenarios in the field of biomedical recognition tasks.

The remaining part of this paper is organized as follows. Section II presents the proposed method for pathological voice detection. Section III introduce our experiments and results, while Sections IV describes the conclusion and future work.

II. Proposed Method

In this work, we have proposed stacking ensemble method to classify pathological voice disorder by combining acoustic signals and medical records. In this section, we first introduce the acoustic and medical record data. Then, we present the feature extraction methods. Finally, we present the stacking ensemble classifier used in this study.

A. Data Description

In this section, we present the acoustic signal and medical records used in this study.

Pathological voice samples were obtained from a voice clinic in a tertiary teaching hospital (Fast Eastern Memorial Hospital, FEMH, Taiwan), which included 589 samples of three common voice disorders, including glottis neoplasm, phono traumatic disease (i.e. vocal nodules, polyps, cysts), and unilateral vocal paralysis (Tables 1 and 2). Voice samples of a three-second sustained vowel sound /a:/ were recorded at a comfortable level of loudness, with a microphone-to-mouth distance of approximately 15-20 cm, using a high-quality microphone (CSL model 4150B, Kay Pentax). The sampling rate was 44,100 Hz with a 16-bit resolution and data were saved in .wav format.

The dataset also contained of medical records, including age, gender, jobs, habits and symptoms, when the voice is the worst, how did it happen, whether experienced previous surgery or not, gastroesophageal reflux, voice questionnaire, etc. Each person has 33 dimensions of medical records and produce a matrix of size 1*33.

<table>
<thead>
<tr>
<th>Table 3: Performance Comparison</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Method</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Medical Record (SVM)</td>
</tr>
<tr>
<td>Acoustic Features (SVM)</td>
</tr>
<tr>
<td>One-Stage DNN</td>
</tr>
<tr>
<td>Two-stage DNN</td>
</tr>
<tr>
<td>Stacking Ensemble</td>
</tr>
</tbody>
</table>

Table 1: FEMH Data Description.

<table>
<thead>
<tr>
<th>Number</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>♂</td>
<td>♂</td>
</tr>
<tr>
<td>85</td>
<td>15</td>
</tr>
<tr>
<td>97</td>
<td>269</td>
</tr>
<tr>
<td>76</td>
<td>48</td>
</tr>
</tbody>
</table>

Abbreviations: ♂, male; ♂, female.

Table 2: Phono trauma data description.

<table>
<thead>
<tr>
<th>Phono trauma</th>
<th>Nodules</th>
<th>Polyps</th>
<th>Cysts</th>
</tr>
</thead>
<tbody>
<tr>
<td>♂</td>
<td>11</td>
<td>69</td>
<td>17</td>
</tr>
<tr>
<td>♂</td>
<td>121</td>
<td>118</td>
<td>30</td>
</tr>
</tbody>
</table>

Abbreviations: ♂, male; ♂, female

B. Feature Extraction

In this study we used the Mel-frequency Cepstral Coefficients (MFCCs) as the acoustic features, which have been widely used by the most speech processing system. MFCCs uses a Mel-scale that is based on human hearing (i.e., humans are more sensitive to low frequencies and can distinguish even small change occurring at low frequencies) [11, 12, 13]. The following step must be performed to derive 13-coefficient MFCCs from acoustic signals: pre-emphasis, windowing, fast Fourier transform, Mel scale filter bank, non-linear transformation, and discrete cosine transform. In this study, the MFCCs frames were extracted from a window length of 16-millisecond and captured 8-millisecond overlap for time shift. Thereafter, we compute six summary statistics (the mean, the median, the maximum, the minimum, the skewness and the standard deviation) over all frames to represent the speech through a fixed length supervector. All the values are finally scaled to have a mean of 0 and a standard deviation of 1 using scikit-learn Standard Scaler [14] for normalization.

For medical record, we encode each item into digit number to simplify the input parameter. For example, binary data (i.e. yes/no) is recorded as 1/0 or 0/1/2/3 (never/occasionally/ weekly/daily) in ordinal data such as tobacco and alcohol consumption, respectively.

In this paper we established model-based combination. A linear combination function is used as the fusion module to linearly combine
the output of the two SVMs as a base-learner. In this step, acoustic feature and medical records are processed by SVMs individually.

C. Classifier Design

We firstly design and test a binary classifier and a multiclass classifier using the most widely used SVN models. The conventional SVM is used as a baseline for comparison.

To design the stacking ensemble method, we combine the binary classifier (SVM) as a base learner and DNN as a meta learner. The binary classifier is designed to classify acoustic signals and medical records individually as shown in Figure 2.

SVM is one of the most popular machine learning techniques. SVM is known as a soft margin classification and it classifies class by finding the optimal hyperplane distinguish two data. An important consideration in using SVM is the use of kernel trick. In this paper we apply Gaussian radial basis function (RBF), which is the most widely used kernel trick.

Since SVM is a binary classifier, we stack several SVMs to design a multiclass classifier. Typically, there are one-versus-all (OAA) and one-versus-one (OAO) method. In this study we apply OAO approach since it can give better performance. If the number of the given classes is \( M \), in this case, we should consider combination cases of \( M \times (M - 1)/2 \) classifiers. The OAO approach is more complicated.

A stacking method is a useful tool for combining classifier with different structure. By combining the prediction results obtained from several predictors, we can get better recognition results. This learning method is called ensemble learning. The idea of stacking ensemble learning is that even though each predictor is a weak classifier, a combination of many ensembles may become a strong predictor by combine them by training a meta model to output predictions based on the multiple prediction returned by these weak models.

The training phase in stacking is to train a new prediction model on top of the last layer that aggregates predictions. The new predictor on the last layer called meta-learner. This technique involves the information of linear combinations of different predictors to give overall improved result. It composed of two phases. In the first phase, we use different models such as SVM to learn and perform the first stage prediction. Here, the data partitioning techniques is used to achieve this goal. In the second phase, the whole set of training data is then used to train the meta learning in order to give the final output.

III. Experiments and Results

A. Experimental Setup

In this study, we have performed our empirical experiment using three typical voice disorders including phono traumatic lesions (i.e. vocal nodules, polyps, and cysts), glottic neoplasm, and unilateral vocal paralysis. During the experimental process, we split the training dataset into a train and validation set. We used cross-validation for verification. 75% of total samples were used for the training set, 12.5% were used for the validation set and the remaining 12.5% were used for test set. Through SVM is binary classifier, the system adopted OAO. In this approach each class compared to each other class. We built binary classifier to discriminate between each pair of classes individually for acoustic signals and medical records, while discarding the rest of classes. The labels of data set used to train and test the classifiers should be associated or the same. For example, the output labeling of the binary classifier is “0” or “1”.

First we split the training data into two folds because predictions on data that have been used for the training on the weak learners are not relevant for the training on the meta-learner. We use the predictions of base learner as a feature to train on meta-learner. So, we can produce relevant predictions for each observation of our dataset and then train our meta-learner on all these predictions. Then
we choose weak learners and fit them to data of the first fold to make predictions for observations in the second fold. Afterwards, we fit the meta-learner on the second fold using predictions made by the weak learners as input. To evaluate the performance, we used three performance indexes: overall accuracy (ACC), sensitivity, and Unweighted Average Recall (UAR). These indexes were widely employed in the classification tasks. The accuracy is the ratio of the correctly labeled subjects to the prediction as shown in equation (1).

\[
\text{ACC} = \frac{TP + TN}{TN + TP + FN + FP} \tag{1}
\]

TP, TN, FP, and FN denote true positive, true negative, false positive, false negative, as shown in equation (2, 3, 4). Sensitivity or Recall refers to our model’s ability to correctly classify, where neo, pho, pal stand respectively for neoplasm, phono trauma, and vocal palsy; unneo, unpho, and unpal stands for non-neoplasm, non-phono trauma, and on-vocal palsy respectively.

\[
\text{SN}_{\text{neo}} = \frac{TP_{\text{neo}}}{TP_{\text{neo}} + FN_{\text{unneo}}} \tag{2}
\]

\[
\text{SN}_{\text{pho}} = \frac{TP_{\text{pho}}}{TP_{\text{pho}} + FN_{\text{unpho}}} \tag{3}
\]

\[
\text{SN}_{\text{pal}} = \frac{TP_{\text{pal}}}{TP_{\text{pal}} + FN_{\text{unpal}}} \tag{4}
\]

UAR is the average of the recall or sensitivity of each voice disorder class when it is considered as the positive class as shown in equation (5) where K denotes the number of classes. In this study K = 3.

\[
\text{UAR} = \frac{\text{SN}_{\text{neo}} + \text{SN}_{\text{pho}} + \text{SN}_{\text{pal}}}{K} \tag{5}
\]

### B. Experimental Results

The performance of the proposed stacking ensemble method to classify pathological voice disorder is compared with other reported systems. Table 3 demonstrates the results comparison of some previous studies conducted by combining acoustic signals and medical feature. Results show that the proposed stacking ensemble method outperforms traditional approaches, including the latest two stage DNN. The results show that our stacking ensemble approach provided 89.83% for accuracy, and 85.84% in UAR, demonstrating the best performance as compared with other classification systems.

### IV. CONCLUSION

In this study, we have proposed a novel and effective methodology of ensemble learning to classify pathological voice disorder by fusing acoustic signals and medical records. First, we trained an SVM binary classifier for each acoustic signals and medical record to distinguish the three classes. Then, we use the outputs from the base-learner as a new feature and fed it into DNN model as a meta-learner to get the final prediction. Experimental results show that the stacking method of ensemble learning showed a performance improvement about 2.57% (test accuracy) over the recent Two Stage DNN (TSD) based multiclass classifier.

The proposed stacking method also shows significantly improved accuracy, as compared to individual learning algorithms. The proposed approach achieved 89.83% for accuracy and 85.84% for UAR, confirming that the ensemble learning can be utilized in various similar scenarios in the field of biomedical recognition tasks.