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ABSTRACT
In Spoken language understanding (SLU), a natural solution is con-
catenating pre-trained speech models (e.g. HuBERT) and pretrained
language models (PLM, e.g. T5). Most previous works use pre-
trained language models with subword-based tokenization. How-
ever, the granularity of input units affects the alignment of speech
model outputs and language model inputs, and PLM with character-
based tokenization is underexplored. In this work, we conduct ex-
tensive studies on how PLMs with different tokenization strategies
affect spoken language understanding task including spoken ques-
tion answering (SQA) and speech translation (ST).

We further extend the idea to create T5lephone1, a variant of T5
that is pretrained using phonemicized text. We initialize T5lephone
with existing PLMs to pretrain it using relatively lightweight compu-
tational resources. We reached state-of-the-art on NMSQA, and the
T5lephone model exceeds T5 with other types of units on end-to-end
SQA and ST. Our code is publicly available.2

Index Terms— Spoken Language Understanding, Speech
Translation, Spoken Question Answering

1. INTRODUCTION

Spoken language understanding (SLU) aims to not only decipher but
also comprehend audio signals. A well-trained SLU model could
be applied to solve tasks such as spoken question answering (SQA)
and speech translation (ST). Following the success of self-supervised
text pretraining [1, 2, 3, 4] aims to learn strong speech representation
for downstream tasks. Despite reaching near-perfect performance
on speech intent classification and speech keyword spotting on SU-
PERB [5], these models’ performance on ST using a randomly ini-
tialized transformer decoder [6] is not competitive with works that
incorporate knowledge from text [7, 8]. Pretrained language models
(PLM) are also frequently present in previous works solving SQA
[9, 10, 11]. We thus conclude from previous works that incorporat-
ing textual knowledge in the system is desired.

There are two main ways to include pretrained language model
in the SLU system. Cascaded approaches utilize raw text as the an-
chor to link the speech representations and the word representations
[12, 13]. The more recent end-to-end approach seeks to reduce er-
ror prorogation by using speech representations directly as the in-
put of pretrained language models [7, 11], and it is logical to do so
since language models are cross-disciplinary learners [14]. How-
ever, most works use a subword-based tokenization level language
model in their system, such as sentencepiece or byte-pair encoding
(bpe). Other tokenization strategies, such as character-based tok-
enization are often overlooked. For example, the SLUE benchmark

∗ These authors contributed equally.
1pronounced as telephone
2https://github.com/Splend1d/T5lephone

[12] uses DeBERTa [4] in cascaded speech understanding, DUAL
[11] uses Longformer [15] in end-to-end speech question answer-
ing, and [7] uses mBART [16] in the speech translation task. These
three pretrained language models all incoporate subword-based tok-
enization.

The input unit granularity of the PLM is potentially important
in semantic speech tasks for both cascaded and end-to-end meth-
ods. For cascaded systems, ASR error degrades performance, but
an incorrectly recognized word may have characters that resemble
the gold label. Therefore, the character error rate (CER) of the ASR
results might be lower than the word error rate (WER), and using
PLMs with character-level inputs is theoretically beneficial. For end-
to-end systems utilizing a pretrained language model, mitigating the
degree of mismatch between speech representations and the origi-
nal pretraining text data may also boost system performance. Since
self-supervised speech representations have been found to resemble
phoneme sequences after clustering and reduction [17] when using
128 clusters, they are much more similar to character level inputs
than to subword level inputs.

In this work, we conduct an extensive study on how self-
supervised PLMs with different input granularity affect SQA/ST
performance, by inferring on datasets such as NMSQA [11] and
Covost2 [18]. In particular, we compared T5/mT5 with ByT5,
which has similar pretraining settings. We then further extend the
idea to create T5lephone, a variant of T5 that takes phonemicized
text as input. T5lephone is realized by self-supervised second-phase
pretraining [19] using phonemicized text from Wikipedia, with the
model being initialized from mT5/ByT5. We devised a novel way
to re-represent the phonemicized text to maximize the transferable
knowledge from original text pretraining of ByT5 to our phoneme
pretraining. We reached state-of-the-art and +12% performance
gain on previous cascaded NMSQA results[11] while using fewer
parameters. The performance of our T5lephone model also exceeds
previous methods on end-to-end NMSQA and ST.

2. PROPOSED METHOD

2.1. Pretrained Modules

All of our experimented downstream tasks require a speech model
followed by a language model. The speech model is responsible for
extracting speech information, which is either vector representations
or ASR outputs. The information is then forwarded into the language
model for task-specific training.

For the speech model, we use self-supervised models such as
wav2vec2.0 and HuBERT to extract representations. Since self-
supervised learning alone is not sufficient to produce ASR results,
we use the checkpoint that is finetuned on Librispeech in such cases.

For the pretrained language models, we choose the generative
model T5 and its variants (mT5/ByT5) to allow for a wide range
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Fig. 1. Pipeline for our second-phase pretraining initialized with different variants of T5 models. The text corpus is preprocessed using the
espeak phonemizer followed by a dictionary mapping. The T5 model is trained using the span reconstruction objective with the phonemicized
inputs.

of tasks and comparisons, noting that a generative model may also
perform extractive tasks, by using the encoder only which is sim-
ilar to the methods in EncT5[20]. mT5 is a multilingual version
of T5, and ByT5 is also multilingual while using byte-level inputs.
ByT5 has shown strong robustness against noised textual inputs over
mT5[21], which might extend beyond artificially generated noise to
ASR noise in cascaded systems. Our T5lephone is a model adapted
from mT5/ByT5 which we will explain in the following subsection.

2.2. T5lephone - Phoneme Input T5

To create a model that takes in phoneme sequence as input, we con-
duct second-stage pretraining to the variants of T5. That is, we use
mT5/ByT5 as initialization and train the model with the original
span reconstruction objective[21] using phonemicized inputs from
the wiki text corpus, as shown in Figure 1. The resulting model is
named T5lephone.

2.2.1. Pretraining from Byt5

There are multiple standardized ways to represent text data as
phoneme sequences [17, 22, 23], and each of these methods can be
supported by ByT5 tokenizer, since the ByT5 tokenizer (that is just
reading the sequence byte by byte) supports universal character set
decoding. We use a two-stage approach as shown in Figure 1 to
represent phoneme sequences. The text sequence is first converted
to espeak using a phonemizer, and then converted to SAMPA-like
representations using a dictionary. The second conversion step is
necessary because some characters in the espeak phoneme set such
as ”æ” is decoded into two bytes and unnecessarily extend the se-
quence length. On the other hand, the SAMPA-like chart contains
all ASCII characters which are one byte only. The mapping charac-
ters are inspired by the SAMPA chart3, based on the IPA. The full
mapping table can be found in our code. The mapped sequence has
the additional benefit of being closer to the original text sequence
(measured by CER). For preprocessing, we eliminate all spaces be-
tween words in resemblance to the speech model output not having
word boundaries.

2.2.2. Pretraining from mT5

Sentencepiece is used in mT5. It is vulnerable to text data that is for-
eign to the model or misspelled words in general, so we cannot apply
it to phoneme sequences. Therefore, we still use the ByT5 tokenizer
to convert the phonemicized text to ids as shown in Figure 1. We then

3https://en.wikipedia.org/wiki/SAMPA chart

forward the input id sequence to the model using the vocabulary em-
bedding from the initialized model type for self-supervised training.
This is similar to training from scratch, but there is no downside of
initializing the model with the trained weights[14]. By doing so, we
show generalizability of our pretraining method to subword PLMs.

2.2.3. Pretraining Details

Our span reconstruction objective uses a masking ratio equal to 15%
and an average span equal to 20 drawn from a poisson distribution.
We train the model for 5000 steps with a batch size of 128 and the
learning rate equal to 3e-4. To give a clear indication of the initial-
ized model type, we prepend its prefix to the name T5lephone in the
experimental session. For cascaded SQA and ST, we found out that
using the 2000-step checkpoint suffices and training further does not
increase score.

2.3. Speech Language Understanding Tasks

We tested our T5lephone model on three tasks, including cascaded
SQA, end-to-end SQA, and speech to text translation. For SQA, we
use NMSQA, which is a publicly available spoken question answer-
ing dataset [11]. The training and development sets are derived from
SQuAD [24], and the speech is generated with Amazon Poly. The
test set is derived from SQuAD, NEWSQA [25] and QuAC [26],
and the speech is read by human. Since NEWSQA and QuAC are
out-of-domain samples, they are labeled as OOD and often reported
alongside test-SQuAD. The correct answer is labeled by a time span,
and the metrics are AOS (Area Overlapping Score) and FF1 (Frame
F1). For speech to text translation, Covost2 [18] is a publicly avail-
able multilingual speech translation dataset. In our experiments, we
only experiment with En− >De portion of the dataset.

2.3.1. Testing on Cascaded SQA

For cascaded SQA, we trained the text models on text SQuAD,
and tested on ASR text of NMSQA. The ASR text is generated by
wav2vec2 finetuned on LibriSpeech [27]. For extractive models,
the training method follows [1], while for generative models, we
reframe the problem as generative question answering following [3].
Both methods can produce answers in the form of a timespan, which
is required for the calculation of the FF1/AOS metrics. For more
details we refer the reader to our code.

For generated answers that cannot be extracted from text input,
the score is 0 for both AOS and FF1, but this rarely happens as all of
the training text data is from an extractive QA dataset, so the model
learns to only output word sequences that are present in the input.



Cascaded Spoken Question Answering

ASR Model PLM tokenization #Params text dev dev test-SQuAD test-OOD
EM F1 AOS FF1 AOS FF1 AOS FF1

w2v2-ft-960h longformer-base subword 148M 85.0 91.9 47.7 58.6 50.1 62.5 43.9 53.6
w2v2-ft-960h deberta-large subword 405M 87.9 93.9 42.0 52.2 48.6 61.5 33.1 42.5
w2v2-ft-960h T5-small subword 61M 78.9 86.1 49.3 55.5 45.3 53.2 35.2 45.1
w2v2-ft-960h T5-base subword 222M 83.0 89.9 55.6 62.8 66.6 73.9 37.9 44.3
w2v2-ft-960h T5-large subword 770M 84.2 91.8 65.2 70.0 66.5 72.5 52.4 56.3
w2v2-ft-960h ByT5-small byte 299M 78.4 83.9 60.0 64.7 69.9 74.1 53.9 57.7
w2v2-ft-960h ByT5-base byte 581M 80.6 87.0 64.0 68.8 68.6 73.5 60.9 66.1
w2v2-ft-960h ByT5lephone-small byte 299M 76.7 83.7 59.2 64.4 70.5 75.5 58.3 63.3

w2v2-ft-10min longformer-base subword 148M 85.0 91.9 44.8 55.3 50.7 63.4 38.4 47.3
w2v2-ft-10min deberta-large subword 405M 87.9 93.9 38.3 49.1 47.5 60.3 28.7 37.6
w2v2-ft-10min T5-small subword 61M 78.9 86.1 44.7 51.3 44.6 51.5 29.0 35.1
w2v2-ft-10min T5-base subword 222M 83.0 89.9 52.8 60.4 58.2 66.7 37.6 43.7
w2v2-ft-10min T5-large subword 770M 84.2 91.8 57.6 62.8 58.8 65.5 48.4 52.4
w2v2-ft-10min ByT5-small byte 299M 78.4 83.9 55.4 60.6 62.8 67.7 41.3 45.4
w2v2-ft-10min ByT5-base byte 581M 80.6 87.0 59.7 65.3 65.2 69.7 48.4 53.3
w2v2-ft-10min ByT5lephone-small byte 299M 76.7 83.7 55.0 60.8 70.1 76.3 48.6 53.2

sew-d-tiny-ft-100h ByT5-small byte 299M 78.4 83.9 49.4 54.5 38.4 42.8 40.2 45.1
sew-d-tiny-ft-100h ByT5lephone-small byte 299M 76.7 83.7 49.4 55.1 51.0 57.0 35.8 40.5

Training (and testing) with Phonemicized text (and Phoneme ASR)
– ByT5lephone-small byte 299M 52.4 67.8 – – – – – –

Table 1. Cascaded Spoken Question Answering results. EM stands for the exact match metric, AOS stands for area overlapping Score, and
FF1 is the frame level F1 score. For each speech model section, the horizontal line separates models that use subword-based tokenization
(e.g. sentencepiece) from models that use character-based tokenization. For each ASR model, the best score is marked in bold.

SQA ASR Error
ASR Model dev test-SQuAD test-OOD

w2v2-ft-960h 11.53 11.28 17.29
w2v2-ft-10min 16.05 16.54 21.64

sew-d-tiny-ft-100h 26.11 32.75 36.62

Table 2. ASR word error rate for different ASR models on the NM-
SQA dataset for the cascaded spoken question answering task.

2.3.2. Finetuning on end-to-end SQA

For end-to-end SQA, we generally follow the process of [11], choos-
ing HuBERT as the speech model to benefit from its quantized re-
construction pertaining, as well as allowing comparison with pre-
vious works. First, we extract representations from HuBERT and
conduct K-means clustering to obtain an integer sequence of the rep-
resentations. Then, the output is reduced by merging unique consec-
utive tokens into a single token, and the sequence length is typically
3000 to 4000. Extractive QA is then trained using the condensed Hu-
BERT sequence as input ids. Since there isn’t any intermediate text
output, generative methods are no longer possible in this setting, so
we use the encoder only for T5 models to make it extractive. Unlike
[11], we do not discard sequences over the max length limit. Instead,
we slice the context into several segments to concatenate it with the
question and force the model to find the correct segment and the cor-
rect span4. We are thus able to lower our model length constraint
to 1024 to include ByT5. Calculating AOS/FF1 is straightforward
since each HuBERT token directly correlates to a fixed timespan.
We train the model for 10 epochs with a learning rate equal to 3e-5,
and choose the model according to dev set score.

4This is identical to how text SQuAD is implemented in huggingface
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Fig. 2. Peformance gains after swapping to our ByT5lephone. The
gains positively correlates with the ASR error rates. Here the perfor-
mance gains is measured on the test-SQuAD portion of the dataset.

2.3.3. Finetuning on Speech to Text Translation

The speech translation pipeline follows [16], and the system is
trained end-to-end with no frozen parameters. First, the speech rep-
resentation is generated via a self-supervised speech model. Then
the speech representation is passed through an adapter and a linear
layer, to shorten the sequence as well as change the dimensions of
the embeddings. The adaptor is a stack of three 1D convolutional
layers with stride 2, and results in a sequence downsampling rate
of 8. The pretrained language decoder attends to the embedding
sequence of the linear layer output and learns to generate target text.
The speech model is always wav2vec2-large in our experiments
while we vary the pretrained language decoder. We train the model
for 20 epochs with a learning rate equal to 4e-5. Unlike SQA, in ST,
it has already been reported in [16] that end-to-end methods beat
cascaded methods so we do not experiment with cascaded ST.



End-to-end Spoken Question Answering
Text Model Len test-SQuAD test-OOD
(enc. only) AOS FF1 AOS FF1

longformer[11] 4096 49.1 55.9 - -
longformer 4096 46.0 53.9 32.2 36.9
longformer 1024 40.0 46.0 22.8 26.4
ByT5-small 1024 48.4 54.9 27.1 31.0

ByT5lephone-small 1024 53.3 61.1 32.3 37.3

Table 3. End-to-end Spoken Question Answering results. ”Len” is
the max sequence length of the model. AOS stands for area overlap-
ping Score, and FF1 is the frame level F1 score. Longformer-1024
is the same model as longformer-4096 but with the maximum se-
quence length capped at 1024.

3. EXPERIMENTAL RESULTS

3.1. Cascaded SQA

The experimental results are shown in Table 1. Bold numbers in
the table represent the best model for each setting (same speech
model). The first column corresponds to the result evaluated on the
dev set of text SQuAD, to evaluate the model performance when
ASR error is not present. The single horizontal line in between
each ASR model setting separates the subword-level models from
the byte-level models. While subword models such as longformer
and deberta-large are the top performers on text SQuAD, when test-
ing on NMSQA with ASR error, byte-level models significantly out-
perform subword-level language models. This is clearly evident in
the results using the best ASR model w2v2-ft-960h. In this scenario,
ByT5-small can even outperform deberta-large, which is the best in
text SQuAD and has more parameters. Furthermore, our second-
phase pretrained ByT5lephone further outperforms ByT5-small on
test-SQuAD and test-OOD by 1% to 5%, and reaching state-of-the
art on NMSQA test-SQuAD.

To see how ASR error affects performance, we also tested
with less robust ASR systems, which are smaller (sew-d-tiny-ft-
ls100h[28]5) and/or trained on less data (w2v2-ft-10min6). As
shown in Figure 2, the performance gap between the two models
positively correlates with the word error rate of the speech model.
As ASR error increases from 11.28 to 32.75 on test-SQuAD, the
improvement of ByT5lephone over ByT5 shoots from 1% to 15 %.
This shows that pretraining on phoneme sequences (ByT5lephone-
small) induces better ASR error denoising capabilities. The ASR
word error rates are shown in Table 2 for reference.

We acknowledge that there is also the possibility of using an
ASR system that directly produces phonemes, then forward it into
ByT5lephone to solve NMSQA. However, training and testing
phonemicized text SQuAD already significantly underperforms on
the dev set (Table 1), therefore we conclude that swapping to a
phoneme ASR would not further improve NMSQA in this setting.

3.2. End-to-end SQA

The end-to-end SQA results are shown in Table 3. We use the dev set
to select the model, and report the test scores. From Table 3, it can
be seen that our ByT5lephone outperforms ByT5 and longformer-
4096, improving end-to-end NMSQA by 7% on test-SQuAD. This
improvement is further amplified by the fact that observing that the

5Squeezed and Efficient Wav2vec finetuned on 100 hours of LibriSpeech
6Wav2vec2.0 finetuned on 10 minutes of LibriSpeech

Speech to Text Translation En− >De
Text Model #Params BLEU(dec. only)
mT5-small 153M 26.8

mT5lephone-small 153M 27.2
ByT5-small 82M 27.9

ByT5lephone-small 82M 28.1

Table 4. Speech to Text Translation Results. BLEU score is calcu-
lated with the sacreBLEU package.
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Fig. 3. Training Curve for the ST Task. T5lephone variants con-
verges faster than their respective base model.

max sequence length of the model makes a huge difference. As
shown by comparing longformer-4096 with longformer-1024 (same
model but max sequence length capped to 1024), longformer-1024
underperforms by 6% to 10%. When taken maximum sequence into
account, ByT5lephone-small outperforms longformer-1024 by 9%
to 16%. Finally, although our experiment with longformer-4096 is
slightly lower than the reported results in [11], our method includes
entries with sequences longer than 4096 by methods described in
section 2.3.2, so our setting is also more challenging.

Overall, the results show that our second-phase finetuning is ef-
fective. Further, the findings on the effect on sequence length on
performance motivate future work on very long PLMs in various
settings.

3.3. Speech To Text Translation

The ST results are shown in Table 4. We observe that ByT5 outper-
forms mT5 with fewer parameters on the Covost2 En→De dataset,
showing that changing to byte-level inputs has a positive effect even
when only the decoder of the PLM is used. Our T5lephone mod-
els also constantly outperform their base model. These results are
comparable with previous works[16] using mBART as the PLM. We
also plot the BLEU scores of the intermediate checkpoints in Figure
3 to show that T5lephone improves much faster in the early epochs
than its respective baseline model, proving the effectiveness of our
second-phase pretraining. It can also be seen that ByT5 converges
faster than mT5, thus the superiority of ByT5 is consistent with our
findings in cascaded SQA.

4. CONCLUSION

In this work, we first justify the use of byte-level models over
subword-level model in SLU. We then extended this idea and con-
ducted second-phase pretraining of PLMs on phonemicized text,
which reaches SOTA on cascaded SQA, while also gaining perfor-
mance on end-to-end SQA and speech to text translation.
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